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BBenenue

Pa3paboTka TEXHOJOTMM KMCKYCCTBEHHOTO HMHTEIUIEKTa, €ro BHEApPEHHE B
WH(OPMAIIMOHHBIE CUCTEMBI Pa3INYHbBIX chep 00IIecTBa BRISIBUIM HECOMHEHHbBIE
SKOHOMUYECKHE BBITOJbI, HO BMECTE C TEM NpPUBEIM K HEOKUJAHHBIM
MOCIICJICTBUSAM, TPOSBUIM MPOOJIEMbl B3aMMOJEHCTBUS YENOBEKa C YMHBIMU
MalimHamMu. BeICKa3bIBalOTCs OmaceHus, 4YTo pa3paboTKU B 00JACTAX rI1yOMHHOTO
oOydeHus, poOOoTHU3allMg TPOUZBOACTBEHHBIX IPOIECCOB, HCIOJb30BAHUE
TEXHOJIOTUH ¢ (YHKIIMEH HCKYCCTBEHHOI'0 WMHTEJUIEKTa IMOJIBEPral0T OMACHOCTH
YeJIOBEUECTBO, CTABSAT 10J] COMHEHHUE ONITUMUCTUYECKHUM CIIeHApUi ero pa3BUTHS B
OynyueM. 1o, pazymeeTcsi, 000CTpsieT BOIPOCHl OTBETCTBEHHOI'O OTHOUIEHUS K
pa3pabOTKe MHTEUIEKTyaldbHBIX CUCTEM U TEXHOJIOTMH, 3aCTaBIISICT MPOU3BOIUTH
rIIyOOKUU aHaIW3 Ha 3Tanax MPOEKTUPOBAHUS, MPOTHO3UPOBAHUS PE3yJIbTATOB U
3¢ PeKTOB UCMOIB30BaHUS TAKUX CHUCTEM, MOJIETUPOBATh IMIpolecc padoThI
WHTEJUIEKTYaJbHbIX  CHUCTEM B  pEAJIbHBIX  YCIOBHUSIX JJISI  BBISBICHUS
HEMPEIBUICHHBIX KPUTUYECKUX, KOH(JIMKTHBIX, OMACHBIX I YEIIOBEYECTBA
CUTYyaLHi.

B npencraBierHOM 0030pe 00CYKACHUIO COMUANTBHBIX (D (PEKTOB pa3pabOTKU
U MPUMEHEHHs MCKyccTBeHHoro mHreiiekta (M) mocBsiieH nenblii psa crarei
aBropoB u3 Ilopryramuu, BemukoOpuranuu, CIIA, Wcnanum, Uramum, Kutas,
[seiiapuu, ['epmanuu, Poccuu u npyrux crpan. [lepuon nyOnukanuu crateit —
2017-2021 rr. — He clyyaeH, MMEHHO Ha HEro MNPHUXOIUTCA MUK HWHTEpeca
uccienoBaresei K 3Toi npoOaeMaTHKe.

O0630p  CTPYKTypUpOBaH IO  OCHOBHBIM  COIMAJIBHBIM  cdepawm,
WCTIBITHIBAIOIINM HEMOCPEACTBEHHOE U HEOJHO3HAYHOE BIMSIHUE TexHoJoruu MU:
ATHUKA, MPABO, YKOHOMHUKA, MOJIUTHUKA, 3[pABOOXpaHEHUE, 0Opa30BaHUE, IKOJIOTHS,
ropojickas cpena. Kaxnmeiii pasgen cHaOXeH THIEPCCHUIKON Il OO0JerdeHus
noncka myOomukanuid. Kpome Toro, s Jydinedl oOpHWeHTanmuu B TeMe U
coJIepKaHUM MyOJUMKalMy MPUBOJUTCS €€ KpaTKasi aHHOTAalUsl, KIIFOUEBbIE CI0BA U
CCBLIIKA HA UCTOYHHUK.

Mpg1 HazieeMcest, 9TO JaHHBIH aHHOTHPOBAHHBINA 0030p OYIET MOJIE3eH YUEHBIM,
CTyJ€HTaM, acIUpaHTaM MW BCEM 3aMHTEPECOBAHHBIM B  OCMBICICHUU
COIIMOKYJIbTYPHBIX TPOOJeM | TIOCJIEACTBUH pa3pabOTKH U MPUMEHECHHS
TexHonoruu 1HN.



01.Bausinue UM na o611ecTBO, BHI30BBI H BO3MOKHOCTH

HckyccTBEHHBIM HWHTEIVIEKT TPOHUKAET BO Bce cQepbl KU3HU JIIOJIEH,
npeaocTaBisiss Oeclpele/leHTHbIE BO3MOXXHOCTA M CO3/aBas paHee HEU3BECTHbBIC
colManbHbIe HampsoKeHus. B mombopke cTateit aToro pasaena oOCyXIaeTcsi CyTh
NN kak THOpHUIHOTO CONMOOHMOTEXHUYECKOro (GeHOMeHa, (YHKIUU U cdepbl
ucnonbs3oBanus UM oGmiectBoM, puckorennas poiib M B coBpeMEHHOM CIIOKHOM
COLIMYME, AHAIMU3UPYIOTCA OTJIOKEHHBIE PUCKA M BO3MOXHOCTh KapAWHAIBHOIO
M3MEHEHHS 4eJIOBEYECKOTO OOIIECTBA B CBSA3M C BHEIPEHUEM WHTEIUIEKTYaJIbHBIX
TEXHUYECKUX UHHOBAIUH.

ABTOpOB HHTEepecyeT mnpobiema anantanuu wmamuH ¢ MW B oOmiectse,
KPUTUYECKH OCMBICIIMBAETCS BO3MOXXHOCTh TME€pPEJayd YacTU YEJIOBEYECKUX
KOMIIETEHIMH W (QYHKOUHA poOOoTaM, OIEHUBAIOTCS ONACHOCTH TPOJUIMHIA,
MAaHUITYJIMPOBAHMS, HApPYILICHUS MpaB YEJIOBEKAa B CBSI3M C MOBCEMECTHBIM
pacrpoCTpaHEHUEM HOBBIX HHTEIJICKTYalIbHBIX TEXHOJIOTHH, a TakXKe CIOCOOBI
CHUKEHHUS arpeccuu, B YACTHOCTU BEpOATIbHON arpeccuu B COLUAIBHBIX CETAX C
MOMOIIIBIO CIIEIHMATN3UPOBAHHBIX YaT-00TOB.

Au-Yong-Oliveira, M., Lopes, C., Soares, F., Pinheiro, G., Guimaraes P.

What can we expect from the future? The impact of Artificial Intelligence on
Society // 15th lIberian Conference on Information Systems and Technologies
(CISTI), 2020, 1-6, doi:10.23919/CISTI149556.2020.9140903.
URL.:https://ieeexplore.ieee.org/document/9140903

Abstract. The impact of the digital revolution has influenced society significantly
in many ways, including with Artificial Intelligence (Al). The advantages and
disadvantages of Al and what can be and should be done in order to influence that
in a positive way are discussed. The study is based on interviews (ten) and survey
answers (from 100 respondents). The survey results show that there is a general
concern about the impact of Al in the future (the negative impact on work and
related to a general loss of control). Furthermore, more than 50% of the answers
lead to the thought that “Humans will learn to use the power of computers to
improve their own skills and be ahead of Al”. As concerns the interviews, it was
interesting to realize that practical courses, such as students studying engineering,
were the ones who were afraid of Al instead of the social ones. This may be
because the engineering students are the ones who know more about Al so they
better realize the possible implications of Al on their future jobs. Another possible
reason is that non-engineering students believe that human sensibility needed in
their fields of study is more difficult to reproduce by Al machines than technical
skills present in other fields of study/jobs.

Keywords: artificial intelligence, robots, task analysis, law, computers,
automation.



Cave, S., OhEigeartaigh, Sean S.

An Al Race for Strategic Advantage: Rhetoric and Risks // ACM Conference
on Al, Ethics, and Society (AIES’18), February 2-3, 2018, New Orleans, LA, USA,
doi:10.1145/3278721.3278780.
URL.:https://www.researchgate.net/publication/330280774 An_Al_Race_for_Strat
egic_Advantage_Rhetoric_and_Risks

Abstract. The rhetoric of the race for strategic advantage is increasingly being
used with regard to the development of artificial intelligence (Al), sometimes in a
military context, but also more broadly. This rhetoric also reflects real shifts in
strategy, as industry research groups compete for a limited pool of talented
researchers, and nation states such as China announce ambitious goals for global
leadership in Al. This paper assesses the potential risks of the Al race narrative and
of an actual competitive race to develop Al, such as incentivising corner-cutting on
safety and governance, or increasing the risk of conflict. It explores the role of the
research community in responding to these risks. And it briefly explores alternative
ways in which the rush to develop powerful Al could be framed so as instead to
foster collaboration and responsible progress.

Keywords: artificial intelligence, Al, advantages, strategic advantages, potential
risks.

Komnecuukosna, ..

HckyccTBeHHDBIH MHTEJLIEKT: MP00JeMbl U nepcnekTuBbl // Buoeonayka, 2018,
2(10), 5.

URL:https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-problemy-i-

perspektivy

AHHOTauus. B coBpeMEeHHOM Hay4HOM TPOCTPAHCTBE BCE aKTHBHEE MCCIETYETCS
WCKYCCTBEHHBIN MHTEJUICKT M, KaK CJICICTBHE, HAPACTAIOT CIIOPHI O MEPCTIECKTUBAX
U pHCKaX €ro OoJjiee MIHPOKOrO IPUMEHEHHSA. ABTOP, BBIIACISAS OCHOBHBIC
npoOJieMbl ~ WMHTErpallid  HMCKYCCTBEHHOTO  HMHTEUIGKTa B IPOCTPAHCTBO
YEIIOBEUYECKOTO COIMyMa, KOTOPhIE MOTYT BO3HHUKHYTH B OJMKalIieM OymyIieMm,
HaMeuaeT M BO3MOXHBIC CIOCOOBI WX €CIIH HE TPEJOTBpAIICHUS, TO
HUBEJIMPOBAHHUS.

KiaroueBble cjioBa. MCKYCCTBEHHBIH MHTEICKT, KOMIIBIOTEDP, POOOT, MBIIILICHHE,
CO3HaHUE, OCO3HAHHWE, JIMYHOCTh, OOIINECTBO, YEJIOBEUYECTBO, IPOOJIEMEI,
MEePCIIeKTUBKI, Oy TyIIICe.

JlykbsaHoBa, E./I.

C03z[aHue HCKYCCTBCHHOI'O HHTEJNJIEKTA: COBPEMEHHBIC JOCTHKCHHUA H
oTinoxkenHble puckm // Coyuonoeuueckas nayka u coyuanvnas npakmuxa, 2019,
1(25), 142-148, doi: 10.19181/snsp.2019.7.1.6275.
URL:https://cyberleninka.ru/article/n/sozdanie-iskusstvennogo-intellekta-
sovremennye-dostizheniya-i-otlozhennye-riski




AnHoTtanmusa. B cratbe paccMoTpeHa mpoOjeMa pa3BUTHUSI HCKYCCTBEHHOTO
MHTEJUIEKTa, €ro aMOWBAaJIEHTHOE BIIMSHUE Ha OOLIECTBO W uenoBeka. J[aHo
OTIpE/ICIICHNE WCKYCCTBEHHOTO WHTEIJICKTa, OYEPUYCHO MPOOJIEMHOE II0JIE €ro

uccienoBanusa.  [IpoaHanm3upoBaHbl  sSIBHBIE W JIATCHTHBIE  (QYHKIUHU
MCKYCCTBEHHOI'O MHTEJIEKTa, KOTOpPbIE MOTYT CIPOBOIMPOBATH OTJIOKEHHbBIE
PHUCKH. PaccmoTtpen HCKYCCTBEHHBIN WUHTEJIEKT KakK CJIOKHBIN

COLMOONOTEXHUYECKUM TMOpPHU M KauyeCTBEHHO HOBBI MEXaHU3M COLUAIBHOIO
KOHTpPOJsA. OLEHEHbl NOCTUKEHUS, a TaKK€ PUCKOICHHAsl POJIb MCKYCCTBEHHOI'O
MHTEJUIEKTa B COBPEMEHHOM CJIOKHOM COILIMyME B TPOU3BOJICTBE OTJIOKEHHBIX
puckoB. Oco0oe BHMMaHHE YJIENIAETCS 3HAHUI0 O (PEHOMEHE HCKYCCTBEHHOI'O
MHTEJUIEKTA, MPUOOPETAIONIEr0 MEKAUCIUIIMHAPHBINA XapaKTep.

KiroueBble  cioBa:  CHOXKHBIA ~ COLUMYM,  HMCKYCCTBEHHBIM  WHTEIUIEKT,
uuppoBU3alusg SKOHOMUKM U COIMyMa, TM00O4YHble 3((EKTh, PHUCKH,
JAeryMaHU3alKsl, paldoOHAIN3alus, COMMOOUOTEXHUYECKU THOpH, COLMaTbHBIN
KOHTPOJb.

Liu, Zh.

Sociological perspectives on artificial intelligence: A typological reading //
Sociology Compass, 2021, 15, doi:10.1111/s0c4.12851.
URL.:https://compass.onlinelibrary.wiley.com/doi/10.1111/s0c4.12851

Abstract. Interest in applying sociological tools to analysing the social nature,
antecedents and consequences of artificial intelligence (Al) has been rekindled in
recent years. However, for researchers new to this field of enquiry, navigating the
expansive literature can be challenging. This paper presents a practical way to help
these researchers to think about, search and read the literature more effectively. It
divides the literature into three categories. Research in each category is informed
by one analytic perspective and analyses one “type” of Al. Research informed by
the “scientific Al” perspective analyses “Al” as a science or scientific research
field. Research underlain by the “technical Al” perspective studies “Al’” as a meta-
technology and analyses its various applications and subtechnologies. Research
informed by the “cultural Al” perspective views Al development as a social
phenomenon and examines its interactions with the wider social, cultural,
economic and political conditions in which it develops and by which it is shaped.
These analytic perspectives reflect the evolution of “Al” from chiefly a scientific
research subject during the twentieth century to a widely commercialised
innovation in recent decades and increasingly to a distinctive socio-cultural
phenomenon today.

Keywords: artificial intelligence, digital technology, sociology typology.

Kelley, K.H., Fontanetta, L.M., Heintzman, M., Pereira, N.
Artificial Intelligence: Implications for Social Inflation and Insurance //
Risk Management and Insurance Review, 2018, 21(3), 373-387,

doi:10.1111/rmir.12111.



URL:https://papers.ssrn.com/sol3/papers.cfm?abstract id=3302778

Abstract. Artificial intelligence (Al) has the ability to enhance the insurance
industry's value chain by altering relationships, reinventing business platforms, and
expanding hidden data. Insurance companies will apply Al to greatly enhance large
data analytics, evolve algorithms with transactional data faster, and combine data
in new ways to discover better underwriting risks and appropriately price the risk
of various insureds based on the true value of their business risks. This article
explores how Al will have a significant impact on the workforce, jobs, and
furthermore how the elimination of jobs will potentially exacerbate social equality
gaps on a global scale, leading to a shift in culture and increased social inflation,
thus impacting the insurance industry as well as its customers.

Keywords: artificial intelligence, social insurance, impact, social inflation.

Jlykos, C.B.
HckyccTBeHHBI HMHTEJIEKT W KuHOepmpocTpaHcTtBo // Topuzonmei

eymanumaproeo 3uanus, 2017, 2, 71-76, doi:10.17805/9gz.2017.2.7.
URL: https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-i-Kiberprostranstvo

AHHoTaums. B cratbe paccMmaTpuBarOTCs JBE CTOPOHBI KHOEPIPOCTPAHCTBA, B
paMKax KOTOPOTO HMCKYCCTBEHHBIM HMHTEIUJIEKT MCIOJIB3YETCS KaK TEXHOJIOTHS
CaMOHACTPOMKM  KOMIbOTepoB. (OIHA CTOPOHA TIOKa3bIBAET  ONACHOCTH
KHOEpIpOCTpaHCTa JJIsI 4YesioBeKa, JApyras — IPEeuMyIIecTBa, KOTOPHIC YEIOBEK
MOXET UCIIOJIb30BaTh B PEIICHUU TPAHCHOPTHON mpoOieMbl. McKyCCTBEHHBIN
WHTEJUIEKT U KHUOEpIpPOCTPAHCTBO, TAaKMM 00pa30oM, OTKPBIBAIOTCS [IJIsl YEJIOBEKa
TEMH WIA UHBIMH CBOMMH CTOPOHAMU B 3aBUCHUMOCTU OT IIEHHOCTHOTO BhIOOpa
YeJI0BEKA.

KiroueBble ciioBa: KUOEpNpOCTPaHCTBO, UCKYCCTBEHHBIN HMHTEIIEKT, LIEHHOCTH,
HallMOHaJbHAsE 0Ee30MacHOCTh, aHJPOWJ, Barman, BUKWIUKC, aBTOHOMHBIH
aBTOMOOMWJIb JIJISI paliIIIEepuHTa, T€3ayPyCHBIN MTOIXO/I.

Lea, G.R.

Constructivism and its risks in artificial intelligence // Prometheus, 2020, 36(4)
(December 2020), 322-346.
URL:https://www.jstor.org/stable/10.13169/prometheus.36.4.0322

Abstract. The research and development of artificial intelligence (Al) technologies
involve choices that extend well beyond the search for narrow engineering
solutions to problems. The label ‘constructivism’ is used to capture this larger
realm of social choice. Drawing on the history of Al, a distinction is made between
limited artificial narrow intelligence (ANI) and artificial general intelligence
(AGI). Both forms, the paper argues, carry risks. Following this history, the paper
outlines how different approaches to rationality have led to different “tribes’ of Al.
No universal model of rationality is available to Al engineers. Choice is



everywhere. The paper then moves to an exploration of the links between Al and
chess. It argues that chess, far from being an objective measure of rationality and
intelligence, reveals the subjective biases and risks involved in the pursuit of Al.
The paper moves on to provides examples of various unstable and potentially
dangerous race heats taking place in Al, including those among various Al
research groups (public and private), among corporations and among states. The
final section draws together the various risks of Al.

Keywords: Artificial intelligence, risks, sociology, implementation.

Aale, L., Ylipulli, J.

Artificial Intelligence and Risk in Design // Proceedings of the 2020 ACM
Designing Interactive Systems Conference, 2020, 1235-1244.
URL:https://dl.acm.org/doi/10.1145/3357236.3395491

Abstract. As artificial intelligence (Al) technologies are more and more integrated
into everyday lives, both scholarly and popular discourses on Al's often revolve
around charting the various risks that may be associated with them. The manner
and magnitude of risk that various researchers identify and foresee varies;
however, what is common between them is, undoubtedly, the concept of risk itself.
This concept, we argue, has been largely taken for granted by the fields involved in
the research on Al's; in other words, "risk" has been employed with an everyday
sensibility without due critical examination. In this paper, we address risk as a
concept directly, by examining interdisciplinary theories and literatures on risk to
discuss examples of Al technologies. Through this work, we aim to begin a critical
discussion of the importance of theorising risk within design research and practice,
and within the development of emerging technologies.
Keywords: artificial intelligence, general Al, narrow Al, urban Al, risk, subjective
risk, objective risk, experience, theory.

Nyholm, S., Smids, J.

Can a Robot Be a Good Colleague? // Science and Engineering Ethics, 2019,
26(4), 2169-2188, doi:10.1007/s11948-019-00172-6.
URL.:https://doi.org/10.1007/s11948-019-00172-6

Abstract. This paper discusses the robotization of the workplace, and particularly
the question of whether robots can be good colleagues. This might appear to be a
strange question at first glance, but it is worth asking for two reasons. Firstly, some
people already treat robots they work alongside as if the robots are valuable
colleagues. It is worth reflecting on whether such people (e.g. soldiers giving
“fallen” military robots military funerals and medals of honor) are making a
mistake. Secondly, having good colleagues is widely regarded as a key aspect of
what can make work meaningful. In discussing whether robots can be good
colleagues, the paper compares that question to the more widely discussed
questions of whether robots can be our friends or romantic partners. The paper
argues that the ideal of being a good colleague has many different parts, and that



on a behavioral level, robots can live up to many of the criteria typically associated
with being a good colleague. Moreover, the paper also argues that in comparison
with the more demanding ideals of being a good friend or a good romantic partner,
it is comparatively easier for a robot to live up to the ideal of being a good
colleague. The reason for this is that the “inner lives” of our friends and lovers are
more important to us than the inner lives of our colleagues.

Keywords: robots, colleagues, meaningful work, human-robot interaction,
friendship and love.

Daley, K.

Two arguments against human-friendly Al // Al and Ethics, 2021, 1(4), 435-
444,

URL:https://doi.org/10.1007/s43681-021-00051-6

Abstract. The past few decades have seen a substantial increase in the focus on the
myriad ethical implications of artificial intelligence. Included amongst the
numerous issues is the existential risk that some believe could arise from the
development of artificial general intelligence (AGI) which is an as-of-yet
hypothetical form of Al that is able to perform all the same intellectual feats as
humans. This has led to extensive research into how humans can avoid losing
control of an Al that is at least as intelligent as the best of us. This “control
problem’ has given rise to research into the development of “friendly Al’ which is
a highly competent AGI that will benefit, or at the very least, not be hostile toward
humans. Though my question is focused upon Al, ethics and issues surrounding
the value of friendliness, | want to question the pursuit of human-friendly Al
(hereafter FAI). In other words, we might ask whether worries regarding harm to
humans are sufficient reason to develop FAI rather than impartially ethical AGI, or
an AGI designed to take the interests of all moral patients — both human and non-
human — into consideration. | argue that, given that we are capable of developing
AGI, it ought to be developed with impartial, species-neutral values rather than
those prioritizing friendliness to humans above all else.

Keywords: Al, artificial general intelligence, superintelligence, existential risk,
control problem, impartiality, friendly Al.

Kaplan, A., Haenlein, M.

Rulers of the world, unite! The challenges and opportunities of artificial
intelligence // Business Horizons, 2020, 63(1), 37-50.
URL.:https://doi.org/10.1016/j.bushor.2019.09.003

Abstract. A decade ago, we published an article in Business Horizons about the
challenges and opportunities of social media with a call to action: “Users of the
world, unite!” To celebrate its anniversary, we look at artificial intelligence and the
need to create the rules necessary for peaceful coexistence between humanity and
Al. Hence, we now are urging: “Rulers of the world, unite!” In this article, we
outline six debates surrounding Al in areas like artificial superintelligence,



geographical progress, and robotics; in doing so, we shed light on what is fact and
what is utopia. Then, using the PESTEL framework, we talk about the six
dilemmas of Al and its potential threat and use. Finally, we provide six directions
on the future of Al regarding its requirements and expectations, looking at
enforcement, employment, ethics, education, entente, and evolution.
Understanding Al’s potential future will enable governments, corporations, and
societies at large (i.e., the rulers of this world) to prepare for its challenges and
opportunities. This way, we can avoid a scenario in which we return in 10 years to
write the article: “Dreamers of the world, unite!”

Keywords: artificial intelligence, artificial superintelligence, human-machine
symbiosis, machine learning, robotics, work displacement.

Wirtz, B.W., Weyerer, J.C., Geyer, C.

Artificial Intelligence and the Public Sector — Applications and Challenges //
International Journal of Public Administration, 2019, 42(7), 596-615.
URL:https://doi.org/10.1080/01900692.2018.1498103

Abstract. Advances in artificial intelligence (Al) have attracted great attention
from researchers and practitioners and have opened up a broad range of beneficial
opportunities for Al usage in the public sector. Against this background, there is an
emerging need for a holistic understanding of the range and impact of Al-based
applications and associated challenges. However, previous research considers Al
applications and challenges only in isolation and fragmentarily. Given the lack of a
comprehensive overview of Al-based applications and challenges for the public
sector, our conceptual approach analyzes and compiles relevant insights from
scientific literature to provide an integrative overview of Al applications and
related challenges. Our results suggest 10 Al application areas, describing their
value creation and functioning as well as specific public use cases. In addition, we
identify four major dimensions of Al challenges. We finally discuss our findings,
deriving implications for theory and practice and providing suggestions for future
research.

Keywords: artificial intelligence, public sector, Al applications, Al challenges.

Boyd, R., Holton, R.J.

Technology, innovation, employment and power: Does robotics and artificial
intelligence really mean social transformation? // Journal of Sociology, 2018,
54(3), 331-345.

URL.:https://doi.org/10.1177/1440783317726591

Abstract. How far do recent innovations in robotics and artificial intelligence
herald an unprecedented economic and social transformation? This article provides
a critical evaluation of this question, challenging the relentless technological
determinism of much debate, and reframing the issues involved within a political-
economic and sociological approach. This focuses on the economic, political and
historical dynamics of technological innovation, and its consequences for



employment and economic re-structuring, mediated through sovereign and
discursive power. A range of epistemological and empirical problems with the
transformationist position are identified, and an alternative perspective proposed
emphasizing complexity and uncertainty around contemporary and future trends.
Keywords: artificial intelligence, employment, robotics, social transformation,
sociology, technological innovation.

Societal, Economic, Ethical and Legal Challenges of the Digital Revolution:
From Big Data to Deep Learning, Artificial Intelligence, and Manipulative
Technologies. In: Helbing D. (eds). Towards Digital Enlightenment. Springer,
Cham, 2019, 47-72.

URL:https://doi.org/10.1007/978-3-319-90869-4_6

Abstract. In the wake of the on-going digital revolution, we will see a dramatic
transformation of our economy and most of our societal institutions. While the
benefits of this transformation can be massive, there are also tremendous risks to
our society. After the automation of many production processes and the creation of
self-driving vehicles, the automation of society is next. This is moving us to a
tipping point and to a crossroads: we must decide between a society in which the
actions are determined in a top-down way and then implemented by coercion or
manipulative technologies (such as personalized ads and nudging) or a society, in
which decisions are taken in a free and participatory way and mutually
coordinated. Modern information and communication systems (ICT) enable both,
but the latter has economic and strategic benefits. The fundaments of human
dignity, autonomous decision-making, and democracies are shaking, but | believe
that they need to be vigorously defended, as they are not only core principles of
livable societies, but also the basis of greater efficiency and success.

Keywords: manipulative technologies, super-intelligent machines, FuturlCT,
Planetary Nervous System, informational self-determination.

AbGpamosa, O.O.

Oo0mecTBO " HCKYCCTBEHHBIH HHTEJJIEKT: nyTh K
4eJI0BeKOIeHTPUpPoBaHHOMY mnoaxony // Ungopmayuonnoe odwecmso, 2020, 5,
10-21.

URL:http://infosoc.iis.ru/article/view/506

AnHoTanmusa. OnNTUMaNbHBIM  CIIGHapuil  OE30MacHOTO0 W OTBETCTBEHHOI'O
BHEJPEHUS  HMCKyCCTBeHHOro  wuHreutekta  (manee  WMM)  mpenmonaraer
YEJIOBEKOLIEHTPUPOBAHHBIM TOAXOJ — MCIIOJb30BAHUE TEXHOJIOTHH ISl MMOMOIIHU
YEeJIOBEKY, a HEe Ui €ero 3aMeHbl. lakasd CTpaTerusi MO3BOJUT CHU3UTH
CONPOTUBIICHHE WHHOBALUSIM, CTpaXx HOBOrO B OOIIECTBE U  YCKOPUT
MOJIOKUTENbHBIN A((PEKT OT aBTOMATH3alUM MBICIUTEIBHBIX MpoleccoB. Jlis
co3nanus Ooliee pa3BuToro, yausepcainbHoro MM obimiecTBy motpedyercst peniuTh
PAIl 3a/1a4: UHTETPALMS COLMATBHO-TICUXOJOTMYECKUX KOHCTPYKTOB B TEXHOJIOTUU
NN, BHenpeHue OSTUYECKUX HOpM B CTpykKrypy WU, OTBETCTBEHHOCTH



pa3paboTunKoB, Oe3zonacHocTh ©  KOHTpodb WMU. Teoperuueckass cTatThbs
paccMartpuBaeT nepcnekTuBbl npuHsaTUs M obuiecTBOM C onrcaHUEM OCHOBHBIX
COLIMANIbHBIX PUCKOB, CPAaBHUBAET MHTEIUIEKT MAIlMHBl M YEJIIOBEKA C IEJIbIO
Jy4Ilero MOHUMaHUs POJIM YeJ0BEKa MpH CO3aHuu U pacupoctpanennn UN.
KiaroueBble ¢j10Ba. MCKYCCTBEHHBIM HWHTEIUIEKT, YEJIOBEKOLIEHTPUPOBAHHBIN
MOJAXOJl, TEXHOJOTUYECKOE OOIIECTBO, PUCKH MCKYCCTBEHHOTO WHTEIIEKTA,
none3nsii UL

Bilewicz, M., Tempska, P., Leliwa, G., Dowgialto, M., Tanska, M., Urbaniak,
R., Wroczynski, M.

Artificial intelligence against hate: Intervention reducing verbal aggression in
the social network environment // Aggressive behavior, 2021, 47(3), 260-266.
URL:https://onlinelibrary.wiley.com/doi/abs/10.1002/ab.21948

Abstract. This article presents a quasi-experimental intervention study designed to
reduce the level of verbal aggression on a social networking service (Reddit). The
interventions were based on three psychological mechanisms: induction of a
descriptive norm, induction of a prescriptive norm, and empathy induction. Each
intervention was generated using a communicating bot. Participants exposed to
these interventions were compared with a control group that received no
intervention. The bot-generated normative communications (both the ones priming
descriptive and the ones priming prescriptive norms), as well as the empathizing
intervention, reduced the proportion of verbal aggression posted by Reddit
accounts. All three interventions proved effective in reducing verbal violence when
compared with the control condition.

Keywords: artificial intelligence, empathy, hate speech, social media, verbal
aggression.

Kelley, K.H., Fontanetta, L.M., Heintzman, M., Pereira, N.

Artificial Intelligence: Implications for Social Inflation and Insurance // Risk
Management and Insurance Review, 2018, 21(3), 373-387.
URL:https://onlinelibrary.wiley.com/doi/10.1111/rmir.12111

Abstract. Artificial intelligence (Al) has the ability to enhance the insurance
industry's value chain by altering relationships, reinventing business platforms, and
expanding hidden data. Insurance companies will apply Al to greatly enhance large
data analytics, evolve algorithms with transactional data faster, and combine data
in new ways to discover better underwriting risks and appropriately price the risk
of various insureds based on the true value of their business risks. This article
explores how Al will have a significant impact on the workforce, jobs, and
furthermore how the elimination of jobs will potentially exacerbate social equality
gaps on a global scale, leading to a shift in culture and increased social inflation,
thus impacting the insurance industry as well as its customers.

Keywords: artificial intelligence, social insurance, impact, social inflation.



Edumos, A.P.

CHarca Ju an-ﬁoTaM aHIIPOI/IIlbI? HepCHeKTHBbI TEXHOJOI'NYECKOIro
Pa3BUTHSI HMCKYCCTBEHHOT0 WHTEJJIEKTA W Po00TOTeXHUKHU /[ Durocoghckue
nayxku, 2019, 62(7), 73-95.

URL:https://www.elibrary.ru/item.asp?id=41131990

AnHoranmus. CraThs TMOCBsIIEHAa OOOOIIEHUIO OCHOBHBIX TPEHIOB pPAa3BUTHUS
CHUCTeM HCKYCCTBEHHOro wuHTeiekra u podortorexuuku (MUuP). OcnoBHOM
BOIIPOC, KOTOPBIN paccMaTpUBaeTCsl B 3TOM KOHTEKCTE: OYIyT JIM MCKYCCTBEHHBIC
CHUCTEMBI CTAaHOBUTHLCSA Bce 0oJiee aHTPONMOMOP(PHBIMU KaK B WHTEIUICKTYyaJIbHOM,
Tak U B (U3NUECKOM OTHOlIeHUH? B cTrarhe aBTOp HE TOIBKO MPOBOJUT aHAIU3
COBPEMEHHOIO  COCTOSIHUS M NEPCIEKTUB  TEXHOJIOTMYECKOTO0  Pa3BUTHUA
HMCKYCCTBEHHOI'O0 MHTEJUIEKTa W POOOTOTEXHUKH, HO M OINPENENseT OCHOBHbBIC
aCMEeKThl BIUSHMS ATUX TEXHOJOTHM Ha OOIIECTBO U HPKOHOMHUKY, YKa3bIBas Ha
TFEONOJIMTUYECKUN  CTPATETUYECKHM  XapakTep MJAaHHOrO  BJIUSHUA. ABTOD
paccMaTpUBAaEeT  Pa3NIMYHBIE IMOAXOABI K  OINPEAEICHUIO HCKYCCTBEHHOIO
MHTEJUIEKTa M POOOTOTEXHUKH, BBIAEHSAS MPEAMETHO-OPUEHTUPOBAHHBIN U
byHKIIMOHANBHBINA. Takke MPOU3BOAUTCS COMOCTaBiIeHHe crocooHoctelr MUuP u
YeJIOBEYECKUX CIIOCOOHOCTEH B Takux OONAcTAX, KaKk KaTeropu3aius,
pacrio3HaBaHue 00pa30B, MJIAHUPOBAHHME W MPUHATHE perieHuil u ap. Ha ocHoBe
ATOr0 COMOCTABJIECHUS CAEIaHbl BIBOJBI O TOM, Korga UMuP yctynarT yenoseky,
a B KaKUX CIIy4asX IIPEBOCXOMAT €ro.

KiioueBble cjioBa: poOOTOTEXHHMKA, UCKYCCTBECHHBIM WHTEIUICKT, THIOPUHT, TECT
Tetopunra, ¢urocopuss HUCKyCCTBEHHOrO WHTe/UlekTa, robotics, artificial
intelligence, Turing, Turing test, philosophy of artificial intelligence.

Han, T., Yang, F., Deng, K.

Application and Development Prospect of Artificial Intelligence in Healthy
Pension Industry // CAIH2020: Proceedings of the 2020 Conference on Artificial
Intelligence and Healthcare, October 2020, 79-83.
URL:https://doi.org/10.1145/3433996.3434364

Abstract. History and experience of the international community show that long-
term aging has a huge impact on both economic and social development. China's
ageing population is rising, and the country faces a "getting old before getting rich"
and "getting old before getting prepared” situation. If effective measures are not
taken in time, the impact of aging on China's economy may be more severe than in
other countries. With the increasingly mature application of Internet technology,
artificial intelligence and Internet of Things technology are more and more applied
in the field of health management. Relying on the Internet and the Internet of
Things, artificial intelligence provides real-time, safe and fast intelligent elderly
care services for the elderly through intelligent, structured, classified and
integrated health data of the elderly.



Keywords: artificial intelligence, healthy pension, psychological care industry,
artificial intelligence community.

Muhlenbach, F., Sayn, I.

Artificial intelligence, Healthy pension, Psychological care industry, Artificial
intelligence community // ICAIL'19: Proceedings of the Seventeenth International
Conference on Artificial Intelligence and Law, June 2019, 224-228.
URL.:https://doi.org/10.1145/3322640.3326722

Abstract. This paper addresses issues related to the ethical consequences of using
Al technologies in court decisions. With the prodigious technological leap made in
the field of artificial intelligence in recent years, disruptive innovations have
affected many business sectors, with economic, social and ethical consequences.
But what do people really want about the application of artificial intelligence
technologies in the law system? This article presents a general methodological
approach to take into account the ethical aspect of the introduction of a new
technology in a given domain. We apply this methodology in the specific case of
the introduction of Al technologies in the law system. As a multidisciplinary
working group interested in this application in the case of France, we have
organized a series of workshops to discuss this topic and highlight the respective
values and interests of each stakeholder. The result of this work in presented in the
form of an ethical matrix that can be used as a tool by the public authorities to help
decision-making on the subject with a prioritization of certain values in order to
reflect the respect for fundamental rights.

Keywords: artificial intelligence, justice, value, ethical matrix.

Eling, M., Nuessle, D., Staubli, J.

The impact of artificial intelligence along the insurance value chain and on the
insurability of risks // The Geneva Papers on Risk and Insurance — Issues and
Practice, 2021, 1-37.
URL:https://link.springer.com/article/10.1057/s41288-020-00201-7

Abstract. Based on a data set of 91 papers and 22 industry studies, we analyse the
impact of artificial intelligence on the insurance sector using Porter’s (1985) value
chain and Berliner’s (1982) insurability criteria. Additionally, we present future
research directions, from both the academic and practitioner points of view. The
results illustrate that both cost efficiencies and new revenue streams can be
realised, as the insurance business model will shift from loss compensation to loss
prediction and prevention. Moreover, we identify two possible developments with
respect to the insurability of risks. The first is that the application of artificial
intelligence by insurance companies might allow for a more accurate prediction of
loss probabilities, thus reducing one of the industry’s most inherent problems,
namely asymmetric information. The second development is that artificial
intelligence might change the risk landscape significantly by transforming some
risks from low-severity/high-frequency to high-severity/low-frequency. This



requires insurance companies to rethink traditional insurance coverage and design
adequate insurance products.
Keywords: artificial intelligence, value chain, impact, risks, risks transformation.

Gabor, T., Sunkel, L., Ritz, F., Phan, T., Belzner, L., Roch, Ch., Feld, S., Linnhoff-
Popien, C.

The Holy Grail of Quantum Artificial Intelligence: Major Challenges in
Accelerating the Machine Learning Pipeline // ICSEW'20: Proceedings of the
IEEE/ACM 42nd International Conference on Software Engineering Workshops,
June 2020, 456-461.

URL:https://doi.org/10.1145/3387940.3391469

Abstract. We discuss the synergetic connection between quantum computing and
artificial intelligence. After surveying current approaches to quantum artificial
intelligence and relating them to a formal model for machine learning processes,
we deduce four major challenges for the future of quantum artificial intelligence:
(i) Replace iterative training with faster quantum algorithms, (ii) distill the
experience of larger amounts of data into the training process, (iii) allow quantum
and classical components to be easily combined and exchanged, and (iv) build
tools to thoroughly analyze whether observed benefits really stem from quantum
properties of the algorithm.

Keywords: quantum computing, artificial intelligence, software engineering.

Bonpocsl atuxku UU

OTUueckue acmheKThl MPUMEHEHUs] «YMHBIX» MalluH OoOCyXKJarTcs Haubosee
gyacto U OypHO. JleHCTBUTEIHLHO, MMEHHO CJIOXXHOCTh HHKOPHOPUPOBAHMS B
(dhopMaNTN30BaHHYIO MPOrPaMMy MOPAIbHBIX HOPM U IIEHHOCTEH SIBJISIETCS KaMHEM
MPETKHOBEHUS U ISl pa3pabOTYMKOB, U JJIS MOTEHIUAIbHBIX 3aKa3YUKOB, U JJIS
oOmectBeHHOCTH. Cpeau aBTOpPOB 3TOro paszzaena — (uiocodbl, COLMOIOTH,
MpPOrPaMMHUCTBI, 03a00YEHHBIE ASTUYECKUMHU MpoOJeMaMU HCIOJIb30BAHUS B
COIMAJIbHOM cdepe YCTPOMCTB C HMCKYCCTBEHHBIM HHTEIIEKTOM. OOCYKIaroTcs
KaK NPUHLIMUIHAIBHBIE BOIMPOCHI BO3MOXKHOCTH HAJICJICHUS MAIlUH CTaTyCOM
MOPAJIBHOTO CYyOBEKTa CO CBOOOIHOI BOJICH M AMOIIMOHAIBHON AMIIATHEH HapaBHE
C JIOJbMH, TaK M OCTpble JWJIEMMBl Onara ®W Bpeaa JIsd  OOIIECTBa,
3aKOHOMEPHOCTH B3aUMOJICHCTBUSI OOIIECTBA C TEXHOJOTHSIMU HCKYCCTBEHHOIO
MHTEJUJIEKTa, BO3MOXXHBIE PUCKUA M HETAaTUBHBIC MOCIEICTBUSA OT IPUMEHEHUS 3TUX
TEXHOJIOTUH Ha TIPUMEpE UHTEIIEKTYallbHOW 00paOOTKU MEPCOHATBbHBIX JaHHBIX,
ABTOHOMHBIX TPAHCHOPTHBIX W OOEBBIX KOMIUIEKCOB, KOMMYHUKATHUBHBIX U
UTPOBBIX MPAKTHUK.

Li, G., Deng, X., Gao, Zh., Chen F.

Analysis on Ethical Problems of Artificial Intelligence Technology // ICMET
2019: Proceedings of the 2019 International Conference on Modern Educational
Technology, June 2019, 101-105.



URL:https://doi.org/10.1145/3341042.3341057

Abstract. In recent years, artificial intelligence has been significantly developed.
Acrtificial intelligence has made great contributions to the progress of human
society and has changed the traditional production methods and modes of thinking
in human society. Artificial intelligence is an emerging technology, but the current
policy system is not perfect and the supervision mechanism is not in place. This
technology inevitably brings risks such as personal privacy leakage, widening the
gap between the rich and the poor, and environmental pollution. It also raises
ethical issues such as human rights ethics, information ethics, and responsibility
ethics. Artificial intelligence technology is developing rapidly in order to safeguard
the fundamental interests of human beings and promote the healthy development of
society. We need to strengthen international cooperation, establish sound public
policies, and promote the establishment of artificial intelligence ethics and other
solutions.

Keywords: artificial intelligence, technology, risk, ethical issues,
countermeasures.

Cruz, J.

Shared Moral Foundations of Embodied Artificial Intelligence // AIES '19:
Proceedings of the 2019 AAAI/ACM Conference on Al, Ethics, and Society,
January 2019, 139-146.

URL.:https://doi.org/10.1145/3306618.3314280

Abstract. Sophisticated Al's will make decisions about how to respond to complex
situations, and we may wonder whether those decisions will align with the moral
values of human beings. | argue that pessimistic worries about this value alignment
problem are overstated. In order to achieve intelligence in its full generality and
adaptiveness, cognition in Al's will need to be embodied in the sense of the
Embodied Cognition research program. That embodiment will yield Al's that share
our moral foundations, namely coordination, sociality, and acknowledgement of
shared resources. Consequently, we can expect a broad moral alignment between
human beings and Al's. Al's will likely show no more variation in their values than
we find amongst human beings.

Keywords: artificial intelligence, moral foundation, embodiment, moral
behaviour.

Owe, A., Baum, S.D.

Moral consideration of nonhumans in the ethics of artificial intelligence // Al
and Ethics, 2021, 1, 517-528.

URL :https://doi.org/10.1007/s43681-021-00065-0

Abstract. This paper argues that the field of artificial intelligence (Al) ethics needs
to give more attention to the values and interests of nonhumans such as other
biological species and the Al itself. It documents the extent of current attention to



nonhumans in Al ethics as found in academic research, statements of ethics
principles, and select projects to design, build, apply, and govern Al. It finds that
the field of Al ethics gives limited and inconsistent attention to nonhumans, with
the main activity being a line of research on the moral status of Al. The paper
argues that nonhumans merit moral consideration, meaning that they should be
actively valued for their own sake and not ignored or valued just for how they
might benefit humans. Finally, it explains implications of moral consideration of
nonhumans for Al ethics research and practice, including for the content of Al
ethics principles, the selection of Al projects, the accounting of inadvertent effects
of Al systems such as via their resource and energy consumption and potentially
certain algorithmic biases, and the research challenge of incorporating nonhuman
interests and values into Al system design. The paper does not take positions on
which nonhumans to morally consider or how to balance the interests and values of
humans vs. nonhumans. Instead, the paper makes the more basic argument that the
field of Al ethics should move from its current state of affairs, in which
nonhumans are usually ignored, to a state in which nonhumans are given more
consistent and extensive moral consideration.

Keywords: ethics, nonhumans, environmental ethics, artificial intelligence,
intrinsic value, anthropocentrism.

Cath, C., Wachter, S., Mittelstadt, B., Taddeo, M., Floridi, L.

Artificial Intelligence and the ‘Good Society’: the US, EU, and UK approach
// Science and Engineering Ethics, 2018, 24, 505-528.

URL.: https://doi.org/10.1007/s11948-017-9901-7

Abstract. In October 2016, the White House, the European Parliament, and the
UK House of Commons each issued a report outlining their visions on how to
prepare society for the widespread use of artificial intelligence (Al). In this article,
we provide a comparative assessment of these three reports in order to facilitate the
design of policies favourable to the development of a ‘good Al society’. To do so,
we examine how each report addresses the following three topics: (a) the
development of a ‘good Al society’; (b) the role and responsibility of the
government, the private sector, and the research community (including academia)
In pursuing such a development; and (c) where the recommendations to support
such a development may be in need of improvement. Our analysis concludes that
the reports address adequately various ethical, social, and economic topics, but
come short of providing an overarching political vision and long-term strategy for
the development of a “‘good Al society’. In order to contribute to fill this gap, in the
conclusion we suggest a two-pronged approach.

Keywords: algorithms, artificial intelligence, data ethics, good society, human
dignity.
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Etzioni, A., Etzioni, O.

Incorporating Ethics into Artificial Intelligence // The Journal of Ethics, 2017,
21, 403-418.

URL.: https://www.|stor.org/stable/452045737?seq=1

Abstract. This article reviews the reasons scholars hold that driverless cars and
many other Al equipped machines must be able to make ethical decisions, and the
difficulties this approach faces. It then shows that cars have no moral agency, and
that the term ‘autonomous’, commonly applied to these machines, is misleading,
and leads to invalid conclusions about the ways these machines can be kept ethical.
The article's most important claim is that a significant part of the challenge posed
by equipped machines can be addressed by the kind of ethical choices made by
human beings for millennia. Ergo, there is little need to teach machines ethics even
If this could be done in the first place. Finally, the article points out that it is a
grievous error to draw on extreme outlier scenarios — such as the Trolley narratives
— as a basis for conceptualizing the ethical issues at hand.

Keywords: artificial intelligence, autonomy, ethics, self-driving cars, trolley
problem.

Pa3un, A.B.
ITHKA HCKYCCTBEHHOT0 MHTeIeKTa /[ Qunocogus u obwecmeo, 2019, 1, 57-73.

DOI:10.30884/jfi0/2019.01.04.
URL: https://cyberleninka.ru/article/n/etika-iskusstvennogo-intellekta/viewer

AnHoTanus. B cTtathbe ouepumBaeTcs Kpyr mpooOsieM, ¢ KOTOPBIMH 4YeJIOBEK
CTOJIKHYJICS TIpU TIEPBBIX TMOMBITKAX CO3/IaHHUS HCKYCCTBEHHOT'O WHTEJUICKTA,
CIIOCOOHOTO B TOW WM HWHOW Mepe NPUHUMATh CaMOCTOSITEIbHBIC DPEIICHHUS.
[logaumaeTtcst Bompoc 00 HJTUYECKUX OTpPaHUUYEHUSIX, KOTOpPbIE MOTYT OBITh
3aJ105KEHBI B HCKYCCTBEHHBIE MHTEJUIEKTYalbHbIE CUCTEMBI npu
nmporpaMmMupoBaHud. Jlajee oTMedaeTcs, 4TO ATO caMO MO cebe ele He MOXKET
CYMTATHCS ITUKOW MCKYCCTBEHHOT'O MHTEIIEKTA, TaK KakK JJIsI TOTO, YTOOBI periaTh
STHYECKHE 3ajaud, Hajgo oOnamateh cBOOOJOM BoaW. B 1JaHHOW CBS3M
paccMaTpUBaeTCs BOMPOC O CBOOOJIE BOJIM Y YEJIOBEKA, TaK KaK HAJIMYKME TaKOBOM
MOJBEPraeTcsi COMHEHHIO B  HEKOTOPBHIX COBPEMEHHBIX  aHAIUTHYECKUX
HccaenoBaHusaX. MBI JOKa3bIBae€M, 4YTO 4YEJIOBEK 00JIagaeT CBOOOJOW BOIH, OH
MOKET CO3/1aBaTh IPOU3BOJBHBIE 00pa3bl, CBS3aHHBIE C PA3HBIMU YPOBHIMU
OTP@XEHUSI PEATLHOCTH, W MaHUIYJIUPOBaTh HMH. OTO  OKa3bIBACTCS
HEOOXOJUMBIM JJISI YCIICIIHOTO OpueHTHpoBaHus. OQHAKO U3 ATOTO XK€ CIeayeT
JOMYIIEHUE MTPUHIIUIIUATIBHOM BO3MOKHOCTH OIIMOKK KaK B PACCyKJACHUSAX, TaK U
B JICHUCTBUSX. DTHUKA HEMOCPEJICTBEHHO HAUYMHACTCS TOTJa, KOT/Ja IOSBISIETCS
CIIOCOOHOCTh pearupoBaTh Ha COOCTBEHHbIEC OIIMOKHU, OCYIIECTBISATH PEhIICKCHUIO
MOBEJICHUS, YYUThIBasE TPU HITOM MHEHHs Jpyrux Jrojed. Takas ke
MPUHIUIIUAIIBHAST BO3MOXXHOCTh OIIMOKHU JIOJKHA OBITh 3alloKeHa U B paboTy
HMCKYCCTBEHHOI'O MHTEJUIEKTa, YTOOBI MOXHO OBLUIO TOBOPUTH O €r0 ATHUKE B
COOCTBEHHOM CMBbICIe cioBa. JIOJDKHBI OBITh TakKKE€ BBITTOJIHEHBI YCJIOBHUS


https://www.jstor.org/stable/45204573?seq=1
https://cyberleninka.ru/article/n/etika-iskusstvennogo-intellekta/viewer

KOMMYHHKAITHH MaIlliH, UX B3aUMHBIX OIICHOK M HAJTMYHUSA Y HUX (DEHOMEHAITBLHOTO
OIIBITA.

KiarwueBble cj0Ba. cO3HAHHWE, MHTEIUICKT, BOJIS, ATUKA, OTPaHUYCHMS, ONIMOKA,
pedekcusi, KOMMYHHKAIIHsI, OIICHKA.

Kapnos, B.3., I'otoBues, I[1.M., Poitzenson, I'.B.

K Bompocy 00 3THKe W cHCTeMaX HCKYCCTBEHHOT0 HHTeIeKTa /| Dunocogus u
oowecmso, 2018, 2, 84-105.

DOI: 10.30884/jfi0/2018.02.07.
URL.:https://cyberleninka.ru/article/n/k-voprosu-ob-etike-i-sistemah-
iskusstvennogo-intellekta/viewer

An”oranmusa. OO0cyxzaas npoOiieMbl 3TUKM B 00JIACTU CHUCTEM HCKYCCTBEHHOI'O
WHTEJUIEKTA, ABTOPBI IPEUIAraloT BEPHYTHCA K KOHCTPYKTHBHOM ITIOCTAaHOBKE
BOIIPOCA O COOTBETCTBUH MHTEILICKTYanbHBIX cucTeM (MC) sTrueckum HOpMmam. B
pabore yTBepxkaaercs, yro cyTb 3THuHOcTH MC 3akimroyaercs B TOM, 4YTO,
OpUHUMAas KPUTUYECKH BakHble g 4YesnoBeka peweHus, HWC momkHbI
WCIIOJIb30BAaTh dTHYECKUE MMIIEPATUBBI, pACCMATPUBas UX KAaK HEKHE IIOMCKOBBIC
3BpUCTUKU. Takke B paboTe paccMaTpPUBAIOTCS BOMPOCHI JOCTaTOYHOCTH
COBPEMEHHBIX MOJIEJICH, METO/I0B U TEXHOJIOTUH A (opManu3aluu dTUYECKUX
MOHATHA W OTMEUYaeTCs, 4YTO OCHOBHOH TMpOOJeMON SBISETCA MPOIEaypa
Bepudukaun MC Ha cooTBeTCTBUE ATHUECKMM HOpMaM. Jlenaercs BBIBOA, UTO
OCHOBHOW (popMOi 3TOM BepuUKALMK SIBISIETCA HCIOJIB30BAHUE KOMIIJIEKCHBIX
TecTOB ThIOpHUHTa.

KuarueBbie caoBa: WM. Kant, Mopanp, CcO3HaHuWE, €IUHCTBO CO3HAHHI,
NIPAKTUYECKUN pa3yM, HPaBCTBEHHBIM 3aKOH, WCKYCCTBEHHBIH HWHTEIUIEKT,
aBTOHOMHBIE CHCTEMBbI, 3THKa, AITHUYECKUH BBIOOP, 3BPUCTHKH, BepU(UKAIUSA
ATUYECKOTO COOTBETCTBUS, OHTOJIOTHS.

Totschnig, W.
Fully Autonomous Al // Science and Engineering Ethics, 2020, 26, 2473-2485.
URL:https://doi.org/10.1007/s11948-020-00243-z

Abstract. In the fields of artificial intelligence and robotics, the term “autonomy”
Is generally used to mean the capacity of an artificial agent to operate
independently of human guidance. It is thereby assumed that the agent has a fixed
goal or “utility function” with respect to which the appropriateness of its actions
will be evaluated. From a philosophical perspective, this notion of autonomy seems
oddly weak. For, in philosophy, the term is generally used to refer to a stronger
capacity, namely the capacity to “give oneself the law,” to decide by oneself what
one’s goal or principle of action will be. The predominant view in the literature on
the long-term prospects and risks of artificial intelligence is that an artificial agent
cannot exhibit such autonomy because it cannot rationally change its own final
goal, since changing the final goal is counterproductive with respect to that goal
and hence undesirable. The aim of this paper is to challenge this view by showing



that it is based on questionable assumptions about the nature of goals and values. |
argue that a general Al may very well come to modify its final goal in the course of
developing its understanding of the world. This has important implications for how
we are to assess the long-term prospects and risks of artificial intelligence.
Keywords: artificial intelligence, autonomy, normativity, goals.

baxrees, /1.B.

Pucku ¥ 3TUKO-IPAaBOBBIC MOAEJH HCIOJb30BAHUS CHCTEM HCKYCCTBEHHOIO
uHTesiekra /| FOpuouueckue uccaeoosanus, 2019, 11, doi: 10.25136/2409-
7136.2019.11.31333.

URL.:https://nbpublish.com/library read_article.php?id=31333

AnHoranusa. IlpenmeTroM  HcciegoBaHUS  BBICTYHNAIOT  3aKOHOMEPHOCTH
B3aUMOJICHCTBHSI OOIIECTBA M MHIUBHUJIOB C TEXHOJIOTHUSIMH HUCKYCCTBEHHOIO
nHTEIUIeKTa. COCTaBISIOIMMU JAHHOTO MPEAMETa SABISIOTCA TEXHOJIOTUYECKHE
OCHOBBI (DYHKIIMOHUPOBAHUSI CUCTEM HCKYCCTBEHHOT'O HWHTEJIEKTa, BO3MOKHbBIC
PUCKU M HETATUBHBIE MOCIEICTBUA OT NPUMEHEHUS 3TOM TEXHOJIOTUU HA MPUMEPE
MHTEJUIEKTYallbHOM 00paOOTKM TMEpCOHANbHBIX JaHHBIX M CYLIECTBOBAaHUS
ABTOHOMHBIX TPAHCHOPTHBIX U OOEBBIX KOMIUIEKCOB, ATHYECKHE M MPABOBbBIC
MOJIXOAbl K €€ peryiaupoBaHuio. PaccmaTpuBaroTCs MOAEIM MO3UIIMOHUPOBAHUS
CHCTEM MCKYCCTBEHHOTO MHTEJUIEKTAa OTHOCUTEIIBHO BO3MOKHOCTH MPU3HAHUSA UX
JIMYHOCTEW M, COOTBETCTBEHHO, HAJCJIEHHUS MX MpaBaMu. B OCHOBE ucciieOBaHUSA
JICKUT METOJ MOJACIMPOBAHUS, C MIOMOIIBI0 KOTOPOTO OBLIN ONMPEACIICHBI CTAIUH
(aTampl)  ATHKO-NIPABOBOIO  HCCIICIOBAHHUS  TEXHOJOTHH  HCKYCCTBCHHOI'O
WHTEJUIEKTa, TPEJIOKEHb MOJIEIN peakiuu oOIecTBa Ha pa3BUTHE DTOU
TexHOJIOTUU. OCHOBHBIMHM BBIBOJJAMU HCCJIEAOBAHUS SIBISETCS (POPMYIHUPOBAHUE
ATANOB U3YYEHUSI TEXHOJIOTMU UCKYCCTBEHHOI'O MHTEJUIEKTA  UCCIENOBAHUS CAMOM
TEXHOJIOTUH, €€ PUCKOB, MOJEJECH peakiuu OOIIeCTBAa W CO3JaHUS dTHUUYECKHUX, a
3aTeM U NPaBOBbIX HOpM €€ peryaupoBanus. [IpuBenéH anamm3 BO3MOXKHBIX
ATUKO-MIPABOBBIX MoOJieNiel CyObEKTHOCTU CHUCTEM HCKYCCTBEHHOI'O HMHTEIJIEKTA C
TOYKHU 3PEHUSI HEOOXOJMMOCTH M BO3MOXKHOCTU HAJICJICHUSI UX MpPaBaMU, B YHUCIIE
KOTOPBIX paccMaTpUBAIOTCS MHCTPYMEHTallbHAs, TOJepaHTHas, KCeHOoPpoOHas u
smmnaruueckas. CopMyIUpOBaHbBl OCHOBHBIE TIOJIOKEHUS KOAEKCAa OTHKHU
pa3paboTUMKa U MOJIb30BATEIISI CUCTEM UCKYCCTBEHHOT'O MHTEILJIEKTA.

Knro4yeBble ci0Ba: UMCKYCCTBEHHBIM HHTEIJIEKT, 3THKAa HMCKYCCTBEHHOTO
WHTEJUICKTa, TMPABOCYOBEKTHOCTh HMCKYCCTBEHHOT'O HWHTEIJICKTA, PETYJIUpPOBaHUE
POOOTOTEXHUKH, KOJIEKC ITHKH, MAIIMHHOE 00yUYeHHe, NCKYCCTBEHHAss HEUpPOHHAsI
CeTh, AaBTOHOMHBIE TPAHCIIOPTHBIC CPEACTBA, OOJIBIINE JaHHBIC, TIEPCOHAILHBIC
JTAHHBIE.

Dixon-Romén, E., Parisi, L.

Data capitalism and the counter futures of ethics in artificial intelligence //
Communication and the public, 2020, 5(3-4), 116-121.
URL.:https://journals.sagepub.com/doi/abs/10.1177/2057047320972029




Abstract. Ethics in data science and artificial intelligence have gained broader
prominence in both scholarly and public discourse. Much of the scholarly
engagements have often been based on perspectives of transparency, politics of
representation, moral ethical norms, and refusal. In this article, while the authors
agree that there is a problem with the universal model of technology, they argue
that what these perspectives do not address is the postcolonial epistemology of the
machine. Drawing from Mark Fisher’s science fiction capital, it is posited that data
capitalism doesn’t rely on data as a given, but on what data can become; it operates
in the future as much as the calculation of probabilities coincides with the
predictive extraction of surplus value. The authors argue that in order to address
ethical and sociopolitical concerns in artificial intelligence, technosocial systems
must be understood in data capitalism. After discussing what they characterize as
the three paradigms of prediction, the authors point toward the transformative
potential of temporal structures and indeterminacies in automated self-regulating
systems. They argue therefore that assumptions of technological determinism that
are found in debates about the reproduction of biases in systems of predictive
intelligence has nothing to do with the technical machine, but is rather the result of
a continuous re-territorialization of the technosocial possibilities of re-inventing
epistemological paradigms outside the framework of colonial capital.

Keywords: artificial intelligence, critical theory, ethics, machine learning,
postcolonial studies.

Sigg, S.

Position Talk: Ethically aligned voice user interfaces: Risks, Challenges and
Opportunities // 2020 IEEE International Conference on Pervasive Computing
and Communications Workshops (PerCom Workshops), 2020, 1-1, doi:
10.1109/PerComWorkshops48775.2020.9156116.
URL.:https://ieeexplore.ieee.org/document/9156116

Abstract. This position talk discusses different position, opportunities and
challenges posed by upcoming voice user interface platforms. In particular, the
presenter will highlight privacy and legislation aspects and give insight into newly
forming initiatives towards privacy-preserving speech processing withing the
speech processing community. Exemplarily, the speaker will introduce ongoing
efforts to address these identified challenges.

Keywords: user interfaces, speech processing, privacy, artificial intelligence,
legislation, microphones, indexes.

Burkert, A.

Ethics and the Dangers of Artificial Intelligence // ATZ worldwide, 2017, 119,
8-13.

URL:https://link.springer.com/article/10.1007/s38311-017-0141-x

Abstract. Progress due to artificial intelligence will characterise the very essence
of the car of the future more than ever before. Even autonomous driving is



certainly possible with machine learning processes — the greatest opportunity for
the automotive industry. However, some OEMSs in Germany are struggling with
major problems, and some are likely to fail. The reason is that they have been
taken by surprise by this disruptive development.

Keywords: artificial intelligence, ethics, risks, development.

Nath, R., Vineet, S.
The problem of machine ethics in artificial intelligence // Al & SOCIETY, 2020,
35, 103-111. URL.:https://link.springer.com/article/10.1007/s00146-017-0768-6

Abstract. The advent of the intelligent robot has occupied a significant position in
society over the past decades and has given rise to new issues in society. As we
know, the primary aim of artificial intelligence or robotic research is not only to
develop advanced programs to solve our problems but also to reproduce mental
qualities in machines. The critical claim of artificial intelligence (Al) advocates is
that there is no distinction between mind and machines and thus they argue that
there are possibilities for machine ethics, just as human ethics. Unlike computer
ethics, which has traditionally focused on ethical issues surrounding human use of
machines, Al or machine ethics is concerned with the behaviour of machines
towards human users and perhaps other machines as well, and the ethicality of
these interactions. The ultimate goal of machine ethics, according to the Al
scientists, is to create a machine that itself follows an ideal ethical principle or a set
of principles; that is to say, it is guided by this principle or these principles in
decisions it makes about possible courses of action it could take. Thus, machine
ethics task of ensuring ethical behaviour of an artificial agent. Although, there are
many philosophical issues related to artificial intelligence, but our attempt in this
paper is to discuss, first, whether ethics is the sort of thing that can be computed.
Second, if we are ascribing mind to machines, it gives rise to ethical issues
regarding machines. And if we are not drawing the difference between mind and
machines, we are not only redefining specifically human mind but also the society
as a whole. Having a mind is, among other things, having the capacity to make
voluntary decisions and actions. The notion of mind is central to our ethical
thinking, and this is because the human mind is self-conscious, and this is a
property that machines lack, as yet.

Keywords: artificial intelligence, machine ethics, robots, risks, philosophy.

Stark, L., Hoey, J.

The Ethics of Emotion in Artificial Intelligence Systems // FAccT '21:
Proceedings of the 2021 ACM Conference on Fairness, Accountability, and
Transparency, March 2021, 782-793.
URL.:https://doi.org/10.1145/3442188.3445939

Abstract. In this paper, we develop a taxonomy of conceptual models and proxy
data used for digital analysis of human emotional expression and outline how the
combinations and permutations of these models and data impact their incorporation



into artificial intelligence (Al) systems. We argue we should not take computer
scientists at their word that the paradigms for human emotions they have
developed internally and adapted from other disciplines can produce ground truth
about human emotions; instead, we ask how different conceptualizations of what
emotions are, and how they can be sensed, measured and transformed into data,
shape the ethical and social implications of these Al systems.
Keywords: emotion, affect, artificial intelligence, Al, machine learning, ML,
ethics, norms, Basic Emotion Theory, Action Control Theory, affective computing,
emotion Al, privacy, fairness, Al ethics.

McStay, A., Rosner, G.

Emotional artificial intelligence in children’s toys and devices: Ethics,
governance and practical remedies // Big data & society, 2021, 8(1), 1-16.
URL.:https://journals.sagepub.com/doi/full/10.1177/2053951721994877

Abstract. This article examines the social acceptability and governance of
emotional artificial intelligence (emotional Al) in children’s toys and other child-
oriented devices. To explore this, it conducts interviews with stakeholders with a
professional interest in emotional Al, toys, children and policy to consider
implications of the usage of emotional Al in children’s toys and services. It also
conducts a demographically representative UK national survey to ascertain
parental perspectives on networked toys that utilise data about emotions. The
article highlights disquiet about the evolution of generational unfairness, that
encompasses injustices regarding the datafication of childhood, manipulation,
parental vulnerability, synthetic personalities, child and parental media literacy,
and need for improved governance. It concludes with practical recommendations
for regulators and the toy industry.

Keywords: emotional artificial intelligence, children, parents, toys, governance,
data protection.

Krupiy, T.

A vulnerability analysis: Theorising the impact of artificial intelligence
decision-making processes on individuals, society and human diversity from a
social justice perspective // Computer Law & Security Review, 2020, 38, 1-25.
URL:https://doi.org/10.1016/j.clsr.2020.105429

Abstract. The article examines a number of ways in which the use of artificial
intelligence technologies to predict the performance of individuals and to reach
decisions concerning the entitlement of individuals to positive decisions impacts
individuals and society. It analyses the effects using a social justice lens. Particular
attention is paid to the experiences of individuals who have historically
experienced disadvantage and discrimination. The article uses the university
admissions process where the university utilises a fully automated decision-making
process to evaluate the capability or suitability of the candidate as a case study.
The article posits that the artificial intelligence decision-making process should be



viewed as an institution that reconfigures the relationships between individuals,
and between individuals and institutions. Artificial intelligence decision-making
processes have institutional elements embedded within them that result in their
operation disadvantaging groups who have historically experienced discrimination.
Depending on the manner in which an artificial intelligence decision-making
process is designed, it can produce solidarity or segregation between groups in
society. There is a potential for the operation of artificial intelligence decision-
making processes to fail to reflect the lived experiences of individuals and as a
result to undermine the protection of human diversity. Some of these effects are
linked to the creation of an ableist culture and to the resurrection of eugenics-type
discourses. It is concluded that one of the contexts in which human beings should
reach decisions is where the decision involves representing and evaluating the
capabilities of an individual. The legislature should respond accordingly by
identifying contexts in which it is mandatory to employ human decision-makers
and by enacting the relevant legislation.

Keywords: artificial intelligence, data science, decision-making process, social
justice, human diversity, vulnerability theory, feminism, queer legal theory, critical
disability theory.

Du, S., Xie, C.

Paradoxes of artificial intelligence in consumer markets: Ethical challenges
and opportunities // Journal of Business Research, 2021, 129, 961-974.
URL.:https://doi.org/10.1016/].jbusres.2020.08.024

Abstract. Products and services empowered by artificial intelligence (Al) are
becoming widespread in today’s marketplace. However, consumers have mixed
feelings about Al technologies due to the numerous ethical challenges associated
the development and deployment of Al. Drawing upon prior research on the moral
significance of technology and the emerging literature on Al, we delineate three
key dimensions of Al-enabled products (i.e., multi-functionality, interactivity, and
Al intelligence stage) that have relevance for ethical implications and adopt a
socio-technical approach to provide a multi-layered ethical analysis of Al products
at the product-, consumer-, and society-levels. Some key ethical issues identified in
the paper include Al biases, ethical design, consumer privacy, cybersecurity,
individual autonomy and wellbeing, and unemployment. Companies need to
engage in corporate social responsibility (CSR) to shape the future of ethical Al;
drawing upon stakeholder theory and institutional theory, we develop a conceptual
framework on Al-related CSR, highlighting the product-, company-, and
institutional environment-specific factors that influence firms’ socially responsible
actions in the domain of Al and discussing the subsequent outcomes for firm,
consumers, and the society. We include a section on future research agenda for Al
ethics and firm CSR in this important domain.

Keywords: artificial intelligence, moral significance of technology, multi-
functionality, interactivity, ethical issues, corporate social responsibility.



Jlenucos, 2.11.

POﬁOTbl, I/ICKyCCTBeHHbIﬁ HHTCJIJICKT, JOIMOJIHCHHAA u BHUPTYa/JIbHasA
peaJIbHOCTb: ITHYECKHE, TPABOBbIC H TAITUCHUYICCKHUEC leOﬁ.]IeMbl //

Tueuena u canumapus, 2019, 98(1), 5-10, doi:10.18821/0016-9900-2019-98-1-5-
10.

URL:https://cyberleninka.ru/article/n/roboty-iskusstvennyy-intellekt-
dopolnennaya-i-virtualnaya-realnost-eticheskie-pravovye-i-gigienicheskie-
problemy

AnHorauus. [{udposast peBotOIUs CTAaBUT MEpe]l TUTUEHUCTAMHU HOBBIC 3a/1a4H.
C rurueHu4ecKux Mmo3uluid pacCMOTPEHA CYITHOCTh HMU(PPOBU3AIUN YIKOHOMUKH U
o0IIIecTBa, a TakKe ITHUYECKHE MPOOJIEMBbI U MIPOCKTHI MTPABOBOTO PETyIHPOBAHUS
po0OTH3alMK, CHCTeM HCKyccTBeHHOro wuHreiekra (MU), momonHeHHOW W
BuptyaibHoi peanbHoctd ([ABP). Llenp pabGoThl — aHamu3 nudpoBU3AIUN C
MO3ULIM MH(OOPMAIIMOHHOW THUTHEHBI, a TaKXKe MPABOBOTO PEryJHUPOBAHUS ITHX
HOBBIX T€XHOJIOTHM JIJISI UX TUTHEHUYECKON perjiaMeHTaIluH.

HapabGoTtku wuHGOpPMAIMOHHONW THUTHEHBI MOTYT CIYKHTh HHCTPYMEHTOM
COXpaHEHHUS 3[0POBbS paOOTHUKOB M HaceleHus B IudpoByro 3moxy. OTMedeHo,
4710 poOOTHI U cucteMbl MU TpeOyroT rurueHndeckoi oreHku. Ocoboro BHUMaHUs
3aciyxuBaroT cuctembl JIBP, co3maronue cnenuduaeckne puckd IS 310POBBA,
0COOEHHO YS3BHMBIX TPy pabOTHUKOB U HaceneHus. Heobxomuma paspaborka
METOJIOB M KPHUTEPUEB OIICHKU KHOEp(PHU3MUECKHUX CHCTEM Ha OCHOBE DPa3BUTHS
WHQOPMAIIMOHHOW  TUTHEHBl W CICUHUAIM3UPOBAHHONW  THTHEHHUYECKOU
peryiaMeHTallUH.

KiioueBble cioBa: poOOTHI, HCKYCCTBEHHBIH WHTEJUICKT, OTHKA, MPABO,
JIOTIOJTHEHHAs] W BUPTyaJibHAasi PEAJbHOCTh, MEIUIIMHCKUE MPOTHUBOIOKA3aHUS,
TUTHEHUYECKasl perjaMeHTalusl.

Nallur, V.

Landscape of Machine Implemented Ethics // Science and Engineering Ethics,
2020, 26, 2381-2399.

URL:https://doi.org/10.1007/s11948-020-00236-y

Abstract. This paper surveys the state-of-the-art in machine ethics, that is,
considerations of how to implement ethical behaviour in robots, unmanned
autonomous vehicles, or software systems. The emphasis is on covering the
breadth of ethical theories being considered by implementors, as well as the
implementation techniques being used. There is no consensus on which ethical
theory is best suited for any particular domain, nor is there any agreement on
which technique is best placed to implement a particular theory. Another
unresolved problem in these implementations of ethical theories is how to
objectively validate the implementations. The paper discusses the dilemmas being
used as validating ‘whetstones’ and whether any alternative validation mechanism
exists. Finally, it speculates that an intermediate step of creating domain-specific



ethics might be a possible stepping stone towards creating machines that exhibit
ethical behaviour.

Keywords: artificial intelligence, robotics, machine ethics, autonomous systems,
implementation and design.

Nyholm, S., Smids, J.

Can a Robot Be a Good Colleague? // Science and Engineering Ethics, 2019, 26,
2169-2188.

URL:https://doi.org/10.1007/511948-019-00172-6

Abstract. This paper discusses the robotization of the workplace, and particularly
the question of whether robots can be good colleagues. This might appear to be a
strange question at first glance, but it is worth asking for two reasons. Firstly, some
people already treat robots they work alongside as if the robots are valuable
colleagues. It is worth reflecting on whether such people (e.g. soldiers giving
“fallen” military robots military funerals and medals of honor) are making a
mistake. Secondly, having good colleagues is widely regarded as a key aspect of
what can make work meaningful. In discussing whether robots can be good
colleagues, the paper compares that question to the more widely discussed
questions of whether robots can be our friends or romantic partners. The paper
argues that the ideal of being a good colleague has many different parts, and that
on a behavioral level, robots can live up to many of the criteria typically associated
with being a good colleague. Moreover, the paper also argues that in comparison
with the more demanding ideals of being a good friend or a good romantic partner,
it is comparatively easier for a robot to live up to the ideal of being a good
colleague. The reason for this is that the “inner lives” of our friends and lovers are
more important to us than the inner lives of our colleagues.

Keywords: robots, colleagues, meaningful work, human-robot interaction,
friendship and love.

Ryan, M., Antoniou, J., Brooks, L., et al.

Research and Practice of Al Ethics: A Case Study Approach Juxtaposing
Academic Discourse with Organisational Reality // Science and Engineering
Ethics, 2021, 27, Article number: 16.
URL:https://doi.org/10.1007/s11948-021-00293-X

Abstract. This study investigates the ethical use of Big Data and Artificial
Intelligence (Al) technologies (BD + Al) — using an empirical approach. The paper
categorises the current literature and presents a multi-case study of 'on-the-ground’
ethical issues that uses qualitative tools to analyse findings from ten targeted case-
studies from a range of domains. The analysis coalesces identified singular ethical
issues, (from the literature), into clusters to offer a comparison with the proposed
classification in the literature. The results show that despite the variety of different
social domains, fields, and applications of Al, there is overlap and correlation
between the organisations’ ethical concerns. This more detailed understanding of



ethics in Al+ BD is required to ensure that the multitude of suggested ways of
addressing them can be targeted and succeed in mitigating the pertinent ethical
Issues that are often discussed in the literature.

Keywords: smart information systems, big data analytics, artificial intelligence
ethics, multiple-case study analysis, philosophy of technology.

02. IlpaBoBbI€ aCNEKTHI

Hapsiny ¢ sTU4yeckuMH, 3KOHOMHYECKUMH, METOJOJIOTMYECKUMH IpoliieMaMu
pa3pabOTKM W HCIOJB30BAHHMS MAIIUH C HMCKYCCTBEHHBIM HHTEJIEKTOM,
HECOMHEHHOW 3HAYMMOCTBIO 00Ja/aloT IOPUAMYECKHE JHUCKYCCUM BOKPYT 3TOM
TeMbl. Bomnpockl mnpaBoBoii 00OCHOBAaHHOCTH M JIONYCTUMOCTH BHEAPEHUS
VHTEJUICKTYaJIbHbIX TEXHOJIOIMH B CYIONPOU3BOJICTBO, CTPAaXOBYH CHCTEMY,
HaOJIIO/ICHUE 32 TpaKJaHAMU M T.II. HYXJAIOTCS B AKKypaTHOW HOPUINYECKOU
npopabOTKE MU OCO3HAHUMU TMOCJIEACTBUNA 3aKOHOTBOPYECTBA. ABTOpBI CTaTeH,
NPEICTAaBIECHHBIX B O3TOM pasziene, pa30uparoT, B YaCTHOCTH, IOHATHUSA
NPaBOCYOBEKTHOCTH M JEIMKTOCIHOCOOHOCTh HCKYCCTBEHHOI'O MHTEJUIEKTA,
OIIACHOCTh CaKpAJIM3aluy UCKYCCTBEHHOI'O UHTEJUIEKTA; OTBETCTBEHHOCTD 3a BpPEl,
MIPUYMHEHHBIN cUCTEMaMU HCKYCCTBEHHOI'O VHTEJUIEKTA; MIPUHATUE
VCKYCCTBEHHBIM MHTEIJIEKTOM PEIIEHUH B OTHOIICHMM IpaB U OO0S3aHHOCTEU
JTIOJICH; ycyryOJeHue pacCiIOCHUsT W HEpPaBEHCTBA; MPoOJIeMy MacCOBOM
0e3pa0OTHUIIbl; WHTEIEKTYaJbHOE MPEBOCXOJACTBO HOCHUTENEH HCKYCCTBEHHOTO
VMHTEJUICKTa HaJ[ YEJIOBEKOM; OTUYXICHUE JIOJEU Ipyr OT Ipyra, OJUHOYECTBO
YeJI0BEKa; BO3MOYKHOCTD CJIEJ0BAHUS dTUYECKUM HOPMaM IIpU NIPUHATHUU PEIICHUN
HMCKYCCTBEHHBIM MHTEJUICKTOM; IIEHY OIMOO0YHBIX AciicTBuit U u psig npyrux.

Atabekov, A., Yastrebov, O.

Legal Status of Artificial Intelligence Across Countries: Legislation on the
Move // European Research Studies Journal, 2018, XXI(4), 773-782.
URL:https://www.researchgate.net/publication/332138607 Legal status of artific
ial intelligence across countries Legislation on the move

Abstract. The paper explores current legal regulation on Artificial Intelligence
(Al) across countries. The research argues that special emphasis should be laid to
the prospective of treating Al as an autonomous legal personality, separate subject
of law and control.

The article identifies major approaches in legislation and practice on state
regulation of Al and explores a number of current options: Al as a subject of law
introduced into national legislation without prior background, Al as a subject of
law equal to a person, and regulated or not regulated by separate rules of law, etc.
The research rested on qualitative approach to study. The materials included
national and international legislation, academic and media data. The study stood on
the comparative legal analysis, integrated legal interpretation and modeling.

The research findings laid grounds for preliminary recommendations on legal
drafting with regard to Al status as that of autonomous legal personality. They can



be used for national legislation development, further research on legal aspects of
robotic Al.
Keywords: Al, Chat bot, legal personality, legal status.

[Mlectak, B.A., Bonesons, A.T'.

CoBpeMeHHbIEe TNOTPEOHOCTH TNPABOBOr0 oOecneyeHusi MCKYCCTBEHHOIO
HHTeJIeKTa: B3rasia u3 Pocenn // Beepoccutickutl KpUMUHOLO2UHECKUTL JCYPHAIL,
2019, 13(2), 197-206.
URL:https://cyberleninka.ru/article/n/sovremennye-potrebnosti-pravovogo-
obespecheniya-iskusstvennogo-intellekta-vzglyad-iz-rossii

AnHoTanus. VCKyCCTBEHHBIH HHTEIJIEKT KakK TEXHOJOTHs Oyayliero Ha
COBPEMEHHOM JTare pa3BUTHs 00IIECTBA aKTUBHO PACHIUPSIET CBOU BO3MOXKHOCTH.
B cBs3u ¢ 3TUM BO3HHMKaeT mpoOjeMa MNPUMEHEHHS HOPM B TOM YHCIE U
MEKIYHAPOJHOIO IpaBa MpU PELUICHUH BOIPOCOB, KOTOPBIE OTPAkKAIOT CYIIHOCTD
U TEXHUYECKUI PEriaMeHT UCMOJIb30BaHUSI UCKYCCTBEHHOTO MHTEIUIeKTa. CTaThs
MOCBAIIIEHA HCCIEIOBAHUIO MPOOJEMHBIX AaCHEKTOB IMPABOBOTO PETyIUPOBAHUS
CO3MaHMsI U WCTOJH30BaHMUS MCKYCCTBEHHOTO WHTEIUIEKTa, a TaKKe pa3padOTKu
MOHATUMHOIO anmnapara U ONPEIENICHUS WCKYCCTBEHHOIO HWHTEIJIEKTA COTJIACHO
oOIIenpU3HAHHBIM HAyYHBIM TEOPHUSM; aHAIM3y MOKTPUHAIBHBIX MOAXOJ0B K
MIOHUMAHHUI0 MECTa HMCKYCCTBEHHOTO HMHTEIUIEKTA B  IPABOOTHOLICHUSX;
JOKa3bIBAaHUIO TPABOBOM HEOOOCHOBAHHOCTH MpU3HAHHS OOJaJaHUs CTaTyCcoOM
JUYHOCTH MCKYCCTBEHHOTO HWHTEIUIEKTA; KPUTUYHOMY aHaIU3y IMPEIIOKEHUM
aMEpPUKAHCKUX HCCIIeIoBaTeNed MO MOJYMHEHUIO HCKYCCTBEHHOTO HWHTEJUICKTa
HaMpsIMyI0 TIOJIHOMY CIHEKTPY 3aKOHOB, MPUMEHSAIOIIUXCS K €r0 YeIOBEYECKOMY
MIPOU3BOAUTENIO U omnepaTopy. MccaenoBaHuio NoABEPrHyTO 3aKOHOJATENbCTBO B
chepe MPaBOBOrO PETYJIMPOBAHUS B3aMMOOTHOIIEHUN MEXKIYy YEJIOBEKOM U
HMCKYCCTBEHHBIM MHTEJUJIEKTOM TaKuX TocyaapcTB, kak PecmyOnuka Kopes,
Coenunennbie [lltater AMepuku, Snonusi, Kuraiickas Haponnas PecmyOnuka,
Ocrtouckas PecniyOnuka, ®enepatuBHast PecnyOnuka 'epmanus u Poccuiickas
@enepanus, a Takxe EBporeickoro corosa.

KirwueBble cjg0Ba:  HCKYCCTBEHHBIM  HMHTEJUIEKT, JJIEKTPOHHOE  JIMIIO,
MEXKIYHAPOJHOE  IPaBO,  MEXKAYHAPOJHBIE  KOHUEMIMU  MCKYCCTBEHHOTO
WHTEJUIEKTa, TMPABOBOE O0OECTeUeHUEe HMCKYCCTBEHHOTO HWHTEIICKTa, IPaBOBOE
perylMpoBaHWE  ABTOHOMHBIX  CHCTEM  YIpaBJICHHsS, TMPaBOCyOBEKTHOCTH
MCKYCCTBEHHOI'O UHTEIIJIEKTA, YYACTHUK YTOJIOBHOTO CYAONPOU3BOJICTBA.

Mansiukut, A.B.

NHTerpupoBaHue HCKYCCTBEHHOr0 HMHTEJIEKTA B OOILIECTBEHHYIO JKU3Hb!
HEKOTOpbIe JITHYeCKHEe W mpaBoBble mnpodaembl /[ Becmuux Cankm-
Ilemepbypeckoeo ynusepcumema. Ilpaso, 2019, 10(3), 444-460.
URL:https://cyberleninka.ru/article/n/integrirovanie-iskusstvennogo-intellekta-v-
obschestvennuyu-zhizn-nekotorye-eticheskie-i-pravovye-problemy

AHHOTaIlI/ISl. PaCHpOCTpaHCHI/Ie CUCTEM HCKYCCTBCHHOI'O MHTCJIJICKTA ITOPOKAACT



PAIl  TEXHMYECKHMX, (PUIOCOPCKUX, IOPUIAMYECKHMX U OTHYECKHX BOIPOCOB,
CBSI3aHHBIX KaK C JIOMYCTUMOCTHbIO MPUMEHEHUS TAKUX CHCTEM B T€X W HHBIX
0o0JacTaX, Tak M C HEOOXOAUMOCTHIO COOJIIOJCHHUS STUYSCKHX HOPM IPU HX
CO3/IaHUM, a TaKXE€ BO3MOKHOCTBIO BHEAPEHUS 3TUYECKHUX HOPM B IIPOLECC
MIPUHSTUS PEIICHUNH MCKYCCTBEHHBIM HHTEIUIEKTOM. IIOCKONIBKY [JIi MHOTHX
JTIOJICH  penurusi  ABISAETCS  OCHOBOM  MHUPOBO33pPEHMS, MPUCYTCTBYS B
OOII[ECTBEHHON »XW3HU HMEHHO DTHKOW, a HE IOrMATHKOH, TO HWCCIIEIOBaHUE
Pa3IMYHBIX ACMEKTOB COOTHOIIEHUS PEJIUTHMM U MCKYCCTBEHHOTO HHTEIJIEKTa
TaKke KpaiiHe aKTyallbHO. ABTOpP aHaJIU3UPYET ITUKO-PEIIUTHO3HBIE MPOOJIEMBI,
CBSI3aHHBIE C CO3JJaHHMEM U PACIPOCTPAHEHUEM CHUCTEM MCKYCCTBEHHOTO
WHTEJUIEKTa, M TpeajaraeT IyTH IPABOBOTO PETYIUPOBAHUSA OOIIECTBEHHBIX
OTHOIIEHUW, CBS3aHHBIX C TPUMEHEHUEM HMCKYCCTBEHHOTO HWHTEJUICKTA.
KiroueBble cj10Ba: KCKYCCTBEHHBIM MHTEIUICKT, pOOOTHI, PpEIUrUs, JTHUKA,
HPaBCTBEHHBIE ACHEKTHI POOOTOTEXHUKH, MPABOBOE PETYIMPOBAHUE, COLHMAIBHOE
peryaMpoBaHU€e, UHTETPUPOBAHHAS FOPUCIUKIIHS.

Surden, H.

Artificial Intelligence and Law: An Overview // Georgia State University Law
Review, 2019, 35; U of Colorado Law Legal Studies Research Paper, 19-22.
URL:https://ssrn.com/abstract=3411869

Abstract. Much has been written recently about artificial intelligence (Al) and
law. But what is Al, and what is its relation to the practice and administration of
law? This article addresses those questions by providing a high-level overview of
Al and its use within law. The discussion aims to be nuanced but also
understandable to those without a technical background. To that end, I first discuss
Al generally. | then turn to Al and how it is being used by lawyers in the practice
of law, people and companies who are governed by the law, and government
officials who administer the law. A key motivation in writing this article is to
provide a realistic, demystified view of Al that is rooted in the actual capabilities
of the technology. This is meant to contrast with discussions about Al and law that
are decidedly futurist in nature.

Keywords: artificial intelligence, Al, law, machine learning, prediction,
informatics.

Surden, H.

The Ethics of Artificial Intelligence in Law: Basic Questions // Forthcoming
chapter in Oxford Handbook of Ethics of Al, 2020; U of Colorado Law Legal
Studies Research Paper, 19-29.

URL.:https://ssrn.com/abstract=3441303

Abstract. Ethical issues surrounding the use of Artificial Intelligence (Al) in law
often share a common theme. As Al becomes increasingly integrated within the
legal system, how can society ensure that core legal values are preserved? Among
the most important of these legal values are: equal treatment under the law; public,



unbiased, and independent adjudication of legal disputes; justification and
explanation for legal outcomes; outcomes based upon law, principle, and facts
rather than social status or power; outcomes premised upon reasonable, and
socially justifiable grounds; the ability to appeal decisions and seek independent
review; procedural fairness and due process; fairness in design and application of
the law; public promulgation of laws; transparency in legal substance and process;
adequate access to justice for all; integrity and honesty in creation and application
of law; and judicial, legislative, and administrative efficiency. The use of Al in law
may diminish or enhance how these values are actually expressed within the legal
system or alter their balance relative to one another. This chapter surveys some of
the most important ethical topics involving the use of Al within the legal system
itself (but not its use within society more broadly) and examines how central legal
values might unintentionally (or intentionally) change with increased use of Al in
law.

Keywords: artificial intelligence, Al, law, machine learning, prediction,
informatics.

Sartor, G.

Artificial intelligence and human rights: Between law and ethics // Maastricht
Journal of European and Comparative Law, 2020, 27(6), 705-719,
doi:10.1177/1023263X20981566.
URL.:https://journals.sagepub.com/doi/abs/10.1177/1023263X20981566

Abstract. The ethics and law of Al address the same domain, namely, the present
and future impacts of Al on individuals, society, and the environment. Both are
meant to provide normative guidance, proposing rules and values on which basis to
govern human action and determine the constrains, structures and functions of Al-
enabled socio-technical systems. This article examines the way in which Al is
addressed by ethical and legal rules, principles and arguments. It considers the
extent to which the demands of law and ethics may pull in different directions or
rather overlap, and examines how they can be coordinated, while remaining in a
productive dialectical tension. In particular, it argues that human/fundamental
rights and social values are central to both ethics and law. Even though they can be
framed in different ways, they can provide a useful normative reference for linking
ethics and law in addressing the normative issues arising in connection with Al.
Keywords: artificial intelligence, human rights, ethics, regulation, Interest theory,
Will theory, face recognition.

berumes, U.P., Xucamosna, 3.11.

KpuMuHosiornyeckne PHUCKH TPUMEHEHHS] HMCKYCCTBEHHOr0 WHTe/LieKkTa //
Bcepoccuiickuii kpumunonoeuueckuii xcypuan, 2018, 12(6), 767-775.
URL:https://cyberleninka.ru/article/n/kriminologicheskie-riski-primeneniya-
Iskusstvennogo-intellekta

AnHoTanusa. B coBpeMeHHOM 1M(POBOM MHUpPE TEMaTUKa HCKYCCTBEHHOIO



UHTEJUIEKTa U cdepa pa3pabOTKM HHTEIUICKTYaIbHBIX TEXHOJOTHHN SIBISIOTCS
KpailHE aKTyaJIbHBIMU M BaXXHBIMH. 32 MOJYBEKOBYI) HCTOPHUIO HCKYCCTBEHHBIN
VMHTEJUICKT yCHEN MEPEPACTH U3 TEOPETUUECKOW KOHUEHINN B UHTEIJICKTYAIbHYIO
CUCTEMY, CIIOCOOHYIO CaMOCTOSITEILHO MPUHUMATh pelieHus. B uucie kirodeBbix
MIPEUMYILIECTB BHEIPEHUS MCKYCCTBEHHOTO MHTEIUIEKTa B IIEPBYK0 OYepellb
OTMEUAETCS BO3MOKHOCTh OCBOOOKICHUS YEIOBEYECTBA OT PYTHHHOW pabOThI U
nepexo/1 K TBOPUYECKOM JAESITEIIbHOCTH, HAa KOTOPYIO MAIlIMHBI HE CIIOCOOHHI.
KiroueBrblie €j10Ba: UCKYCCTBEHHBIM UHTEIUICKT, HHTEIJIEKTyalbHbIE TEXHOJIOTUH,
poboT, MamMHHOE O0Yy4YeHHE, KPUMHHOJOTHYECKUM PHUCK, KPUMHHOJIOTHYECKas
XapakTepPUCTUKA, PUCKUM TPUMEHEHUS WCKYCCTBEHHOTO WHTEIJIEKTa, YIPO3bI
MPUMEHEHUSI  MCKYCCTBEHHOTO  HMHTEIUIEKTa, KPUMUHAJIBHBIA  MOTEHLHAI
HMCKYCCTBEHHOI'0 WHTEJUJIEKTAa, MPECTYIUIEHUS C MPUMEHEHHEM HCKYCCTBEHHOIO
MHTEIJIEKTa

I'pauena, 10.B., Apsimos, A.A.

POﬁOTI/BaHHH /| HCKyCCTBeHHLIﬁ HHTEJJIEKT. YIroJ1oBHO-IIPaAaBOBbIC PHUCKH B
chepe obmecTBeHHO#i 0e3omacHocTH /| Axmyanvusie npobremovr Poccutickoco
npasa, 2020, 6(115), 169-178.
URL:https://cyberleninka.ru/article/n/robotizatsiya-i-iskusstvennyy-intellekt-
ugolovno-pravovye-riski-v-sfere-obschestvennoy-bezopasnosti

AnHoranusa. [[lupokomacmrabHas poOOTH3aLUsSI CTAHOBUTCSI OJHUM M3 BBI30BOB
coBpeMeHHOro obmiecTBa. FOpuanyeckas Hayka B II€JIOM M YroJIOBHOE IIPaBO B
YaCTHOCTHU HE MOTYT OCTAaBaThCS B CTOPOHE OT BBI30OBOB, CBA3AHHBIX C BHEAPEHUEM
HMCKYCCTBEHHOI'O0 WHTEJUUIEKTa BO BceX cdepax oOmecTBeHHOM >ku3Hu. [Iporecc
dbopMupoBaHusi TMPaBOBOIO MPOCTPAHCTBA HAYajiCs, OJIHAKO OTCYTCTBYET
KOMIUIEKCHBIM MOAXOJ K PELIEHUIO 33aJa4d, ITOCKOJBKY YYEHBIE PACCMATPHUBAIOT
poOOTOB B pamMKax TOJBKO T€X OOIIECTBEHHBIX OTHOIIEHUU, KOTOPbIE BXOJIST B
IpeaMET COOTBETCTBYIOLEN OTpAaciu IpaBa. B 3TON CBA3M BO3HUKAET OTCTABAHUE
B pa3pa0OTKe, HAIpUMeEp, YrOJOBHO-TPABOBBIX HOPM, TaK KaK HE 3aBepIIcH
MPOIECC OMPEACICHUS TPaKIaHCKO-IPABOBOT0 CTaTyca po00Ta, a OT HETO 3aBUCHUT
MIOCTPOCHHUE KOHIICIIIUK YTOJIOBHO-TIPABOBBIX PHUCKOB B POOOTOTEXHUKE W
HWCKYCCTBEHHOM HHTEJJIEKTE. B cTaThe npeAnpuHsATa MONbITKA OMUCATh YTOJIOBHO-
MPABOBBIC PUCKU MCIOJIBL30BaHUS POOOTOTEXHUKH UM MUCKYCCTBEHHOTO MHTEJUICKTA
JUIsT OOIIECTBEHHON OE€30MaCHOCTH, OLCHUTh HMEIOIIHECS YTrOJIOBHO-IIPABOBHIC
Cpe/ICTBa MPOTUBOJCHCTBHSA HACTYIICHUIO OOIIIECTBEHHO OIMACHBIX IMOCJIEJCTBHI B
ciy4dae OTCYTCTBHS aJICKBaTHBIX Mmep, MPEIOKUTh HAIpPaBJICHUS
coBepuieHcTBoBaHus YK PO.

KiioueBble cjioBa: pobOoTH3alus, WCKYCCTBEHHBIM WMHTEIUICKT, YTOJIOBHO-
MPaBOBBIE PUCKH, MPECTYIUJICHUs, OOIeCTBeHHas: 0€30MacHOCTh, JIPOHBI, POOOTHI,
MPABOBOM CTATyC TEPPOPUCTUUYECKUM AKT, YTOJIOBHASL OTBETCTBEHHOCTb.



Alarie, B., Niblett, A., Yoon, A.H.

How artificial intelligence will affect the practice of law // University of Toronto
Law Journal, 2018, 68(1), 106-124.

URL:https://doi.org/10.3138/utlj.2017-0052

Abstract. Artificial intelligence is exerting an influence on all professions and
industries. We have autonomous vehicles, instantaneous translation among the
world’s leading languages, and search engines that rapidly locate information
anywhere on the web in a way that is tailored to a user’s interests and past search
history. Law is not immune from disruption by new technology. Software tools are
beginning to affect various aspects of lawyers’ work, including those tasks that
historically relied upon expert human judgment, such as predicting court outcomes.
These new software tools present new challenges and new opportunities. In the
short run, we can expect greater legal transparency, more efficient dispute
resolution, improved access to justice, and new challenges to the traditional
organization of private law firms delivering legal services on a billable hour basis
through a leveraged partner-associate model. With new technology, lawyers will
be empowered to work more efficiently, deepen and broaden their areas of
expertise, and provide more value to clients. These developments will predictably
transform both how lawyers do legal work and resolve disputes on behalf of their
clients. In the longer term, it is difficult to predict what the impact of artificially
intelligent tools will be, as lawyers incorporate them into their practice and expand
their range of services on behalf of clients.

Keywords: law, law firms, legal profession, machine learning, technology.

Hildebrandt, M.

Law as computation in the era of artificial legal intelligence: Speaking law to
the power of statistics // University of Toronto Law Journal, 2018, 68(1), 12-35.
URL:https://doi.org/10.3138/utlj.2017-0044

Abstract. The idea of artificial legal intelligence stems from a previous wave of
artificial intelligence, then called jurimetrics. It was based on an algorithmic
understanding of law, celebrating logic as the sole ingredient for proper legal
argumentation. However, as Oliver Wendell Holmes has noted, the life of the law
Is experience rather than merely logic. Machine learning, which determines the
current wave of artificial intelligence, is built on data-driven machine experience.
The resulting artificial legal intelligence may be far more successful in terms of
predicting the content of positive law. In this article, | discuss the assumptions of
law and the Rule of Law and confront them with those of computational systems.
As a twin article to my Chorley lecture on law as information, this should inform
the extent to which artificial legal intelligence provides for responsible innovation
in legal decision making.

Keywords: cybernetics, information theory, legal intelligence, legal protection by
design, legal services, legal theory, meaning, political economy, Rule of Law,
speaking law to power.



Muhlenbach, F., Sayn, I.

Artificial Intelligence and Law: What Do People Really Want?: Example of a
French Multidisciplinary Working Group // ICAIL '19: Proceedings of the
Seventeenth International Conference on Artificial Intelligence and Law, June
2019, 224-228.

URL:https://doi.org/10.1145/3322640.3326722

Abstract. This paper addresses issues related to the ethical consequences of using
Al technologies in court decisions. With the prodigious technological leap made in
the field of artificial intelligence in recent years, disruptive innovations have
affected many business sectors, with economic, social and ethical consequences.
But what do people really want about the application of artificial intelligence
technologies in the law system? This article presents a general methodological
approach to take into account the ethical aspect of the introduction of a new
technology in a given domain. We apply this methodology in the specific case of
the introduction of Al technologies in the law system. As a multidisciplinary
working group interested in this application in the case of France, we have
organized a series of workshops to discuss this topic and highlight the respective
values and interests of each stakeholder. The result of this work in presented in the
form of an ethical matrix that can be used as a tool by the public authorities to help
decision-making on the subject with a prioritization of certain values in order to
reflect the respect for fundamental rights.

Keywords: value, ethical matrix, justice, artificial intelligence.

Kamkun, C.1O., ITokpoBckuii, A.B.

HckyccTBeHHBI MHTE/UIEKT, POOOTOTEXHMKA M 3alIMTAa NPAB 4YeJI0BEKa B
EBponeiickom Corose // Becmuux Ynusepcumema umenu O. E. Kymaguna, 2019,
4(56), 64-90.
URL:https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-robototehnika-i-
zaschita-prav-cheloveka-v-evropeyskom-soyuze

AnHoTauus. llenpro cTaThy ABISETCS aHAIN3 MPABOBBIX MPOOJIEM, CBS3AHHBIX C
3aIMTON MpaB M CBOOOJ 4eJOBEKa NpH pa3pabOTKE W INPUMEHEHUU CHCTEM
HUCKyCCTBEHHOro uHTeimiekta B EBpomeiickom Coroze. Ilpeametrom craThu
BBICTYNIAIOT HOPMBI MEXIYHapoOJHOro IpaBa U mpaBa Espomneiickoro Coro3a,
HAINpaBJICHHBIE HA pEIIEHUWE YKa3aHHBIX MpoodsieM. PaccmoTpeHbl moaxon K
00eCIeYeHnI0 CUCTEMbl TrapaHTHil TpaB U cBoOox uenoBeka B EC; pomnb
MHCTUTYTOB, OPTraHoB U yupexaeHuil EBponerickoro Coro3a B JaHHOM IIpolLiecCe, B
yacTHOCTH posib EBpomneiickoro omOyacmena. ['apanTtuu npaB u cBoOOJ yenoBeKa
pacCMOTpPEHBl  4Yepe3  MNpPU3MYy  KOHLENIMU  «XOPOIIETO  YIPABICHUS».
[Ipennararorcss myTd oOecreueHusi rapaHTUH IpaB 4YeloBeKa IMpPU BBEICHUU B
00OpOT TEXHOJOTMI HMCKYCCTBEHHOI'O MHTEJIEKTa M PACKpbIBAIOTCS 00NacTH B
yKazaHHOM cdepe, TpeOyrolme H3MEHEHUH B TMPABOBOM PEryJIUpPOBAHUH.
KawueBbie ciaoBa: EBponeiickuii  COw03, HMCKYCCTBEHHBIM  WHTEILUIEKT,



poboroTexnuka, EBpomelickuii omOyncMmeH, mpaBa YeJIOBEKa, 3alllUTa IMpas,
HapylIEHHUE NOPSAKA YIIPABICHUS.

Medvedeva, M., Vols, M., Wieling, M.

Using machine learning to predict decisions of the European Court of Human
Rights // Artificial Intelligence and Law, 2020, 28, 237-266.
URL.:https://doi.org/10.1007/s10506-019-09255-y

Abstract. When courts started publishing judgements, big data analysis (i.e. large-
scale statistical analysis of case law and machine learning) within the legal domain
became possible. By taking data from the European Court of Human Rights as an
example, we investigate how natural language processing tools can be used to
analyse texts of the court proceedings in order to automatically predict (future)
judicial decisions. With an average accuracy of 75% in predicting the violation of
9 articles of the European Convention on Human Rights our (relatively simple)
approach highlights the potential of machine learning approaches in the legal
domain. We show, however, that predicting decisions for future cases based on the
cases from the past negatively impacts performance (average accuracy range from
58 to 68%). Furthermore, we demonstrate that we can achieve a relatively high
classification performance (average accuracy of 65%) when predicting outcomes
based only on the surnames of the judges that try the case.

Keywords: machine learning, case law, European Court of Human Rights, natural
language processing, judicial decisions.

Dabass, J., Dabass, B.S.

Scope of Artificial Intelligence in Law // Preprints, 2018,
doi:10.20944/PREPRINTS201806.0474.V1.

URL: https://www.semanticscholar.org/paper/Scope-of-Artificial-Intelligence-in-
Law-Dabass-Dabass/516230d30d972eefb98dd8f19435a2929€928316

Abstract. Over the years, artificial intelligence (Al) is spreading its roots in
different areas by utilizing the concept of making the computers learn and handle
complex tasks that previously require substantial laborious tasks by human beings.
With better accuracy and speed, Al is helping lawyers to streamline work
processing. New legal Al software tools like Catalyst, Ross intelligence, and
Matlab along with natural language processing provide effective quarrel resolution,
better legal clearness, and superior admittance to justice and fresh challenges to
conventional law firms providing legal services using leveraged cohort correlate
model. This paper discusses current applications of legal Al and suggests deep
learning and machine learning techniques that can be applied in future to simplify
the cumbersome legal tasks.

Keywords: legal artificial intelligence, machine learning, deep learning, image
processing, matlab.
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ITonkun, N.B., Pengpknna, A.

HcKkyccTBeHHBI MHTEIEKT ¢ TOYKH 3penus npasa // Becmuux PY/[H. Cepus:
FOpuouueckue nayxu, 2018, 22(1), 91-100.

URL: https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-s-tochki-zreniya-

prava

AHHOTAaNUA. TEeXHOJIOTMM MCKYCCTBEHHOI'O MHTEJUIEKTAa HA HACTOSAIIMHA MOMEHT
WHTEHCUBHO Pa3BUBAIOTCS, B TOM YHCIIC M3-32 PA3BUTHS TEXHOJOTUH YCTOMUMUBBIX
HEUPOHHBIX ceTell U WHPPACTPYKTYp OOJAYHBIX BBIYUCICHUH, TEXHOJOTUN
HEUYETKMX  CHUCTEM, DOHTPONUHUHOIO  YOpaBJICHUS, POEBOTO  HWHTEJUICKTA,
ABOJIIOIIMOHHBIX BBIYHCICHUH W MH. JAp. [Ipu 3TOM 001mIEMUPOBON CEromHs
SABJISIETCSL TIPOOJIeMa MPAKTUYECKH MOJTHOTO OTCYTCTBUSI HOPMAaTHUBHOTO TIPABOBOIO
pPEryJIupoBaHUs U HOPMATUBHOTO TEXHHUYECKOTO PEryJIMPOBaHUSI OCHOB, YCIOBHIA
U 0coOeHHOCTEH pa3paboTku, 3amycka B paboTy, (QYHKIMOHUPOBAHUS U
NEeSTeNbHOCTH, WHTErpallid B JPYrHE CHUCTEMbl W KOHTPOJS MPUMEHEHUs
TEXHOJIOTUM HCKYCCTBEHHOTO UHTEJUIeKTa. HacTosimass crathsi MNOCBSIIEHA
UCCIEOBAHUIO CHEeU(UKA TPABOBOIO PETryJIUPOBAaHUSA HCMOJb30BaHUSA U
pa3pabOTKU MCKYCCTBEHHOTO MHTEIJIEKTAa. PaccMOTpeHBl HEKOTOpbBIE MOIXOJbI K
OMPENIETICHUI0 UCKYCCTBEHHOI'O MHTEJUIEKTa U OCOOEHHOCTSIM 3aKOHOJATEIBHOTO
oOecreyeHunsi COOTBETCTBYIOINIEH Cepbl, UMEIOIINE MECTO B HAYYHOU JIUTEpaType,
pa3paboTaHo U MPUBEICHO aBTOPCKOE MOHATHE UCKYCCTBEHHOTO MHTEIIEKTa Yepes
pPacKphITHE €ro OCHOBHBIX NMPHU3HAKOB. B 4WacTHOCTH, COTIIACHO MPEIOKECHHOMY
OTIPEJICJICHUIO, MCKYCCTBEHHBIM HWHTEJIEKT SIBJISIETCS HCKYCCTBEHHOM CIIOKHOM
KHOEpHETUUECKOMN KOMITHIOTEPHO-TTPOTrpaMMHO-aIapaTHON CUCTEMOH,
oOnanaromet  cBOMCTBAMM  CYOCTAaHTUBHOCTH, AaBTOHOMHOCTH, a  TaKxke
BO3MOXKHOCTSIMM BOCIIPMHHUMATh U AaHAJU3UPOBATh JIaHHBIC, CaMOOOy4aThCs.
PaccmoTtpeH Bompoc 0 MO3UIIMOHUPOBAHUU CUCTEMbI UCKYCCTBEHHOTO MHTEIUICKTA
B KadecTBe 0co00i ¢GopMbl JuuHOCTH (HAampuUMep, TaK Ha3bIBAEMOIO
(QJICKTPOHHOTO  JIMI@»), TO  €CTh  HAJCJICHUS €€  ONpeACICHHOU
MPaBOCYOBEKTHOCTHIO, B 3aBHUCUMOCTH OT pa3luuHbIX (HakTOpoB U chepbl
(YHKIIMOHUPOBAHUSI TaKOoW cHCTEMBbl. B cTaTbe Takke OTMEYEHbl OCHOBHBIC
BO3MOJKHbBIE€ TMOAXOJbl K MPaBOBOMY OOECIICUCHHIO HCIIOJIb30BaHUS U Pa3BUTHUSA
CUCTEM MCKYCCTBEHHOTO MHTEJJIEKTa, B YAaCTHOCTH, K HHUM OTHECEHbI
VIPEXKIAOIIEE YHUBEPCAIBHO-TOTAIBHOE MPABOBOE PETYJIUPOBAHUE M IMPABOBOE
pEryJIMpOBaHUE, HAMPABIEHHOE HA PETJIAMEHTAIMI0 KOHKPETHBIX CO3/1aBaeMbIX
CUCTEM HCKYCCTBEHHOTO WHTEUIeKTa. lcciaenoBaHbl OCHOBHBIE PHUCKH U
HEONPEICIICHHOCTH, CBSI3aHHBIE C HCKYCCTBEHHBIM MHTEJUIEKTOM M HUMEIOIINe
CYIIECTBEHHOE 3HAYCHHME ISl TPHUHATHSA 3aKOHOJATEIhCTBA B AITOH OO0JACTH.
CdopmynupoBaHbl BBIBOJIBI OTHOCHUTEIBLHO TOTO, KakKUM 0Opa3oM HEOOXO0IUMO
dbopMupoBaTh 3aKOHOJATEIBHOE OOECIEeYeHNWEe WCIOJIb30BaHUS W Pa3BUTHUS
MCKYCCTBEHHOI'O  MHTEIJIEKTAa: TIOCJIEIOBATEIbHO, C YY€TOM CHEIU(UKU
KOHKPETHBIX cep ero npuMeHEeHus, a Takxke ¢ o0ecreyeHueM Oananca HHTEPECOB
OTHENbHBIX WHAWBUJIOB, OOIIECTBa U TOCYIAapCTBA, KaCAIONIUXCS HaJJIeXKallero
oOecrieueHusi 0€30MaCHOCTH U 3aIIUThl OTACIBHBIX MPAaB U UHTEPECOB, CBI3AHHBIX
C pa3BUTHEM MHHOBaIMI Ha 0JIaro BCEro 0OIIECTRA.
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KiroueBble cj10Ba: KOMIBIOTEPHOE IMpaBoO, HHGOPMAIMOHHBIE TEXHOJIOTHUH,
MCKYCCTBEHHBI HWHTEJUICKT, LU(poBas 3KOHOMHUKA, HWHPOPMAILMOHHOE MPaBo,
uH(pOpMaTHKa, MOCTHHAYCTPHAIBHOE OOIINECTBO, KHOEpHETHKa, computer law,
informational technology, artificial intelligence, digital economy, information law,
computer science, post-industrial society, cybernetics.

Bikeev, 1., Kabanov, P., Begishev, I., Khisamova Z.

Criminological risks and legal aspects of artificial intelligence implementation
/[ AIIPCC '19: Proceedings of the International Conference on Artificial
Intelligence, Information Processing and Cloud Computing, December 2019,
Article No 20, 1-7.

URL:https://doi.org/10.1145/3371425.3371476

Abstract. The use of Al inevitably leads to the problem of ethical choice, raises
legal issues that require prompt intervention. The article presents the results of a
detailed study of the opinions of leading scientists involved in the study of social
aspects of Al. The key characteristics of Al that carry criminological risks are
identified, the types of criminological risks of using Al are identified, the author's
classification of these risks is proposed. The results of a detailed analysis of the
legal regulation of the legal personality of Al are presented. Formulated options for
bringing to justice those responsible for the actions of the Al, having the ability to
self-learning, who decided to commit actions / inactions that qualify as a crime.
Authors argue the need for a clear, rigorous and effective definition of ethical
frameworks in the development, design, production, use and modification of Al.
Arguments are made about the need to recognize Al as a source of increased
danger. The paper analyzes the content of the resolution of the European
Parliament on the possibility of endowing Al with "legal status". Special attention
Is paid to the question of giving the Al a personality. It is proposed to use legal
fiction as a technique in which the specific legal personality of Al can be perceived
as a non-standard legal position, different from reality. It is assumed that such a
decision can remove a number of legal restrictions that exist today and prevent the
active involvement of Al in the legal space.

Keywords: artificial intelligence, intelligent technology, robot, machine learning,
criminological risks, criminological features, the risks of the use of artificial
intelligence, threat of use of artificial intelligence, the criminal capacity of
artificial intelligence.
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prostranstve

AHHOTAanMsA. AKTUBHOE BHEJApPEHUE HU(PPOBBIX TEXHOJOTUNH BO Bce cdepsl



OOIIIECTBEHHOW J>KM3HHW, a TakKKe CTPEMHUTEIbHOE pPa3BUTHE WCKYCCTBEHHOTO
WHTEJUIEKTa MPUOOPETAIOT CEPhE3HBIE MAcIITadbl, T€M CaMbIM TpeOys 0coOoro
BHUMaHMs 3aKoHomarens. Hacrosimias cTaThsi TOCBSIIEHA HCCIEIOBAHUIO
COBPEMEHHOTO  COCTOSHHS  TIPaBOBOTO  PETYJIHMPOBAHUS  MCKYCCTBEHHOTO
uHTeiekTa. B Helr paccmorpena Crparterus pa3Butus HHGOPMAIMOHHOTO
obmectBa B Poccutickoit ®eneparuu Ha 2017-2030 roxasl. [IpuBoasTcs mpumepsl
aKTUBHOTO  BHEJIPEHUS  HCKYCCTBEHHOTO  MHTEIUIEKTa B  COIMAIbHYIO
IeCTBUTENBHOCTh. OTpa)keHbl PE3yJIbTAThl HCCIACAOBAHHMS KOHCAJITHHTOBOU
rpynnbl MCKINSey OTHOCHTENBHO MEPCIEKTUB 3aMEHbl YEIOBEYECKOro Tpyja
pobGoTamu. B cratbe oTMEYaeTCs, 4TO BOMPOC O TOTAJIBHOW KOMITBIOTEpH3AIIUN U
COOTBETCTBYIOIIEM BBITCCHCHHHM 4YEJIOBEKA U3 HMHTCIUICKTYalIbHOW  CQepbl
JCATEIBHOCTH  SBJIICTCS JIOCTATOYHO JUCKYCCHOHHBIM. Takke 0003HAYCHBI
OTJIebHBIC MPOOJIEMBI, CBA3aHHBIC C MPUMEHEHUEM TEXHOJIOTHH MCKYCCTBEHHOTO
WHTEIJICKTa.  OTBETCTBEHHOCTh,  KOTOpas  MOXET  BO3HUKHYTh  TIpH
(YHKIIMOHUPOBAHUHU  MPOMBINIJIEHHBIX POOOTOB; HEMPEPHIBHOCTh IU(POBOH
aKTUBHOCTH, KOTOpasi OKa3bIBACT BIUSHUE HA TMCHXOAIMOIMOHAIIBHOE COCTOSTHUE
yenoBeka, u T.a. C mo3unuii He TOJIBKO MpaBa, HO U (unocodhun paccMaTpuBaeTCs
BOIIPOC O BO3MOMKHOCTH CO3/IaHUS POOOTOB C WHTEIUIEKTOM, HAJCIEHHBIX
CBOWCTBaMH JIMYHOCTH.

KiroueBble c¢j10Ba: WMCKYCCTBEHHBIM HMHTEIJIEKT, IU(POBBIE TEXHOJOTHH,
CTpaTerusi  pa3BUTHA  HMHPOPMAIIMOHHOTO  obmectBa B P®, poOOTHI,
pOOOTOTEXHUKA,  «IJIEKTPOHHOE  JIMIIO», TPAKIAHCKOE 3aKOHOJATEIhCTBO,
MIPABOBBIE HOPMBI.

3amatuHa, T.C.

HckyccTBeHHBIN HHTEIEKT B BONPOCEe BbIHECEHHMs CyAeOHBIX pelleHui, Win
UU-cynbs /| Becmuux Ynusepcumema umenu O. E. Kymaghuna, 2019, 4(56), 160—

168.
URL:https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-v-voprose-
vyneseniya-sudebnyh-resheniy-ili-ii-sudya

AnHoTtanmusa. CraThsi TMOCBSIIEHA aHANIW3y MNPOOJEMAaTUKUA HCHOJb30BAHUS
uckycctBeHHOro wuHTeimiekta (MW) mpuw BhIHECEHWH CYIeOHBIX PEIICHHIA.
[IpakTtrka BbeIHEceHUs cyneOHbIX pemeHudd MU mpumensiercs B psiae CTpaH,
HarpuMep B BenmukoOputannum n CIIA, ogHako OHa HE SBISCTCS OTHO3HAYHOM.
Tak, ympaBieHue IaHHBIMH, oOOpabaThIBa€MBIMH pOOOTaMH, TIPEACTABISACT
OoJbITYI0 TTPOOJIEMY HE TOJBKO ¢ TOYKH 3PEHHMS 3aKOHOJAaTeIbCTBA 00 00paboTKe
MEePCOHANBHBIX JAHHBIX, HO U C TOYKU 3PCHUS TUIA JAHHBIX, UX oObema. Unes
NU-cynelt mnomHMMaeT TakKe BaKHbIE JTHUYECKHUE BOIPOCHI, CBSI3aHHBIC C
MPEAB3SITOCTHIO U ABTOHOMMEN, B TOM umcie coznarenen M.

Ki1ioueBble c10Ba: UCKYCCTBEHHBIN MHTEJUIEKT, BHIHECEHHUE CY/IEOHBIX pPElIeHUH,
3amuTa UHPoOpManuu, UHPOPMAIMOHHAs OE€30MacHOCTh, MAIlMHHOE O0y4YeHUe,
CIIA, Benukobpuranusi, EBponeiickuii coro3.



Nikolskaia, K., Naumov, V.

Artificial Intelligence in Law // International Multi-Conference on Industrial
Engineering and Modern Technologies (FarEastCon), 2020, 1-4, doi:
10.1109/FarEastCon50210.2020.9271095.
URL:https://ieeexplore.ieee.org/document/9271095

Abstract. Artificial intelligence technologies are increasingly penetrating into
various spheres of human life. Modern artificial intelligence algorithms are not
capable of fully imitating legal thinking. However, artificial intelligence algorithms
are capable of automating some of the routine work of lawyers. This allows
professionals to deal with really difficult cases without being distracted by routine
complaints. The paper discusses the use of artificial intelligence in the right.
Keywords: artificial intelligence, law, software algorithms, software, legal factors,
prediction algorithms, patents.

Hu, S.

The Influence of Artificial Intelligence Development on Patent Legislation

/I International Conference on Robots & Intelligent System (ICRIS), 2019, 110-
113, doi: 10.1109/ICRIS.2019.00036.
URL:https://ieeexplore.ieee.org/document/8806576

Abstract. The artificial intelligence technology has brought unprecedented
challenges to today's ethical standards, legal rules, social order and public
management systems. In terms of Patent law, the main challenge is the patent
eligibility of the artificial intelligence invention. Since inventions in the field of
artificial intelligence include methods for implementing mental steps using
computers and devices designed to automate mental steps, the implicit
requirements for judging patent eligibility may be inconsistent with the nature of
artificial intelligence technology. However, due to the importance of artificial
intelligence to social development, many countries have begun to revise patent
examination guidelines related patent-eligibility criteria to address the challenges
of artificial intelligence.

Keywords: patents, artificial intelligence, technological innovation, guidelines,
law, Europe.

Wang, L., Hu, S.

Patent Protection for Artificial Intelligence in Europe // 2020 International
Conference on Intelligent Transportation, Big Data & Smart City (ICITBS), 2020,
591-594, doi:10.1109/1CITBS49701.2020.00130.
URL.:https://ieeexplore.ieee.org/document/9110088

Abstract. In order to increase the possibility of patent entitled of artificial
intelligence related inventions at the European Patent Office, applications should
focus on what technical problems the invention are solving or identify the specific
technical improvements. From the perspective of patent analysis, European



artificial intelligence technology is leading the world and in this field, the
European Patent Office is one of the most important intellectual property offices,
and its legislation and practice of patent eligibility examination for artificial
intelligence related Inventions have an important impact on the world. the
European Patent Office takes the position in the Guidelines that artificial
intelligence and machine learning technologies are based on mathematical methods
and are therefore generally excluded from patent eligibility unless linked to a
technical application. The updated Guidelines did not make substantial changes to
the "technical " requirements of the patent eligible subject, but only further
clarified and refined it.

Keywords: data protection, learning (artificial intelligence), legislation,
mathematical analysis, patents.

Raaijmakers, S.

Artificial Intelligence for Law Enforcement: Challenges and Opportunities //
in IEEE  Security & Privacy, 17(5), 74-77, Sept.-Oct. 2019, doi:
10.1109/MSEC.2019.2925649.
URL.:https://ieeexplore.ieee.org/document/8821442

Abstract. Artificial intelligence (Al) — and particularly deep learning — is
progressing rapidly from a technical perspective, but, in a number of domains,
adoption is still pending over the resolution of important issues. Methods of data
analysis and interpretation based on Al are becoming common among law
enforcement agencies (LEAS). Typical applications include suspect profiling (e.g.,
on social media), traffic control (automated license plate detection and vehicle
identification), analyzing dark web money flows, child pornography detection, and
anomaly detection.

Keywords: machine learning, data models, law enforcement, training data,
computer security, computational modeling, artificial intelligence, computer crime,
digital forensics.

Kavlak, B., Fakiltesi, H.

Consideration of Robots Citizenship in terms of Law // Innovations in
Intelligent Systems and Applications Conference (ASYU), 2019, 1-4, doi:
10.1109/ASYU48272.2019.8946402.
URL.:https://ieeexplore.ieee.org/document/8946402

Abstract. With the developments in Robotics, the robots have begun to be used in
numerous areas of our lives and this may cause several legal problems. In this
paper, we will stress on the citizenship of robots which will become a current issue
if the legal personality of robots will be recognized. Within the naturalization to
robots, determination of the applicable law to the issues pertaining to the
operations of the robots takes on a different dimension in this context.

Keywords: robot sensing systems, law, nanoelectromechanical systems, artificial
intelligence, Europe.



Erdélyi, O.J., Goldsmith, J.

Regulating Artificial Intelligence: Proposal for a Global Solution
/I AIES '18: Proceedings of the 2018 AAAI/ACM Conference on Al, Ethics, and
Society, December 2018, 95-101.

URL.:https://doi.org/10.1145/3278721.3278731

Abstract. Given the ubiquity of artificial intelligence (Al) in modern societies, it is
clear that individuals, corporations, and countries will be grappling with the legal
and ethical issues of its use. As global problems require global solutions, we
propose the establishment of an international Al regulatory agency that — drawing
on interdisciplinary expertise — could create a unified framework for the regulation
of Al technologies and inform the development of Al policies around the world.
We urge that such an organization be developed with all deliberate haste, as issues
such as cryptocurrencies, personalized political ad hacking, autonomous vehicles
and autonomous weaponized agents are already a reality, affecting international
trade, politics, and war.

Keywords: transnational legal ordering, international organizations, hard/soft law,
international governance.

Dremliuga, R., Prisekina, N.

Artificial Intelligence Legal Policy: Limits of Use of Some Kinds of Al
I/ ICSCA '19: Proceedings of the 2019 8th International Conference on Software
and Computer Applications, February 2019, 343-346.
URL:https://doi.org/10.1145/3316615.3316627

Abstract. The paper is devoted to analysis of legal issues concerned to
development of Al technologies. The main question here: should governments
develop rules regulating use of artificial intelligence and a system of licensing like
with automobile transport or ban some types of Al? Comprehension of the current
and future legal framework is very important. First of all, law is used to govern a
society. It implies that examining Al from legal point of view allows to realize
what challenges to social security are caused by expansive introduction of
autonomous systems. Secondly, for developer of high technology products it is
easier to decide what products should not be invested to since they may lead to
negative legal consequences.

Keywords: artificial intelligence, legal regulation, dangerous Al.

Hayashi, S., Arai, K.

How Competition Law Should React in the Age of Big Data and Artificial
Intelligence  //  The antitrust  bulletin, 2019, 64(3), 447-456,
doi:10.1177/0003603X19863591.
URL.:https://journals.sagepub.com/doi/abs/10.1177/0003603X19863591




Abstract. Information and communication technology (ICT) is evolving at an
accelerating pace. Competition law and policy aim to secure an active competition
process in the market in order to protect customers in their own countries,
regardless of the nationality of the actors, including the ICT industry. As the
platforms become more oligopolistic, the Japanese government has established a
data portability that enables users to transfer from any specific platform, at any
time, to open up an environment where new platform-type businesses are created
one after another and where active competition is carried out. In this policy
discussion, it is necessary to seek methods that include realistic international
cooperation that is not subject to regulation or intervention-oriented measures. In
addition, discussion based on economic empirical analysis is particularly needed.
From the viewpoints of ensuring innovative research and development (R&D)
concerning artificial intelligence (Al) and fair competition generally, the way of
the Governance of Al Networking should be a nonregulatory and a nonbinding
way, taking technical features and responsibility distribution among stakeholders
(developers, providers, end users, and third parties) into account.
Keywords: competition policy, information and communication technology,
Japan.

04. Dxonomuka, OU3HeC, 3AHATOCThH

OpHa W3 TEPBOCTENEHHBIX II€Jei, CTOsMMUX TMepes pa3paboTyukamMu U
3aKa3yMKaMH MallMH C HWCKYCCTBEHHBIM HWHTEIUIEKTOM, — 3TO, O€3yCIOBHO,
JOCTUKEHUE HKOHOMHUYECKON BBITOAHOCTH, (PUHAHCOBOW OMpPAaBAAHHOCTU U
HKOHOMHH Pa3HOOOpPa3HBIX pecypcoB. BHenpeHne nHTeMIeKTya IbHbIX TEXHOIOTUN
B TaKUe 3KOHOMHYECKHE c(ephl, KaK MPOMBIIIIEHHOCTb, CEJIbCKOE XO3SHMCTBO,
Oanku u cdepa QuHaAHCOB, JOMalIHEE XO35IUCTBO W cepa ycayr, ¢ OAHOU
CTOPOHBI, CYJIUT HEMajble NpHUObUIM MOJB30BATEISAM, C JPYroil ke — upeBaTa
HOBBIMHM COLIMAJIbHO-9KOHOMUYECKUMH MpoOsieMaMu — pocToM 0e3paboTHllb,
O€IHOCTHIO, MPECTYMHOCTHIO, HEO00XOAMMOCThIO nepepacrpeaeneHus
COIIMAJIbHOTO  KamWTalla, HaNpsHKEHHOCThIO HA  pbIHKE TpyAa. ABTOpBI
MpEeACTaBICHHBIX CTaTE€d ATOr0  pasjielia MOJYEPKUBAIOT  HEU30EHKHOCTH
MPUMEHEHHS] UHTEUIEKTyalbHBIX TEXHOJOTUA B COBpEeMEHHOM 1udpoBoOi
HPKOHOMUKE, HO BMECTE C TEM OCMBICIIMBAIOT BOZHUKAIOLIME MPOTHO3UPYEMBIE WU
MOTEHIUAJIbHbIE TPOOJIEMBI JJI NMOKWCKA BAPUAHTOB CHUYKEHHSI UX PUCKOT€HHOCTHU
U 00IIeCTBA.

Makridakis, S.

The forthcoming Artificial Intelligence (Al) revolution: Its impact on society
and firms // Futures, 2017, 90, 46-60.
URL:https://doi.org/10.1016/j.futures.2017.03.006

Abstract. The impact of the industrial and digital (information) revolutions has,
undoubtedly, been substantial on practically all aspects of our society, life, firms
and employment. Will the forthcoming Al revolution produce similar, far-reaching
effects? By examining analogous inventions of the industrial, digital and Al



revolutions, this article claims that the latter is on target and that it would bring
extensive changes that will also affect all aspects of our society and life. In
addition, its impact on firms and employment will be considerable, resulting in
richly interconnected organizations with decision making based on the analysis and
exploitation of “big” data and intensified, global competition among firms. People
will be capable of buying goods and obtaining services from anywhere in the world
using the Internet, and exploiting the unlimited, additional benefits that will open
through the widespread usage of Al inventions. The paper concludes that
significant competitive advantages will continue to accrue to those utilizing the
Internet widely and willing to take entrepreneurial risks in order to turn innovative
products/services into worldwide commercial success stories. The greatest
challenge facing societies and firms would be utilizing the benefits of availing Al
technologies, providing vast opportunities for both new products/services and
Immense productivity improvements while avoiding the dangers and disadvantages
in terms of increased unemployment and greater wealth inequalities.

Keywords: Artificial Intelligence (Al), industrial revolution, digital revolution, Al
revolution, impact of Al revolution, benefits and dangers of Al technologies.

Naidoo, J., Dulek, R.E.

Artificial Intelligence in Business Communication: A Snapshot // International
journal of business communication, 2018, 126-147,
doi:10.1177/2329488418819139.
URL.:https://journals.sagepub.com/doi/abs/10.1177/2329488418819139?journalCo

de=jobd

Abstract. Despite artificial intelligence’s far-reaching influence in the financial
reporting and other business domains, there is a surprising dearth of accessible
descriptions about the assumptions underlying the software’s development along
with an absence of empirical evidence assessing the viability and usefulness of this
communication tool. With these observations in mind, the purposes of this study
are to explain how automated text summarization applications work from an
overarching, semitechnical, modestly theoretical perspective and, using ROUGE-1
(Recall-Oriented Understudy for Gisting Evaluation—1) evaluation metrics, assess
how effective the summarization software is when summarizing complex business
reports. The results of this study show that the extraction-based summarization
system produced moderately satisfactory results in terms of extracting relevant
instances of the text from the business reports. Much work still needs to be
accomplished in the area of precision and recall in extraction-based systems before
the software can match a human’s ability to capture the gist of a body of text.
Keywords: ROUGE-1, automatic text summarization, artificial intelligence,
company annual reports.

Comanena, O.I'.
AcCneKTbl TPHMEHEHUs] TEXHOJOTMiH MCKYCCTBEHHOro wuHrtenaekra /[ E-

Management, 2018, 1 (1), 43-51, doi: 10.26425/2658-3445-2018-1-43-51.



URL:https://cyberleninka.ru/article/n/aspekty-primeneniya-tehnoloqiy-
iskusstvennogo-intellekta

AHHoTamuss. B Hactosiiiee Bpems HaOlmojaeTcs BIWSHUE HWHHOBAIMM Ha
TEXHOJIOTUYECKUE TPOIECCHl B PANMMUYHBIX cepax AesATETbHOCTH, a MPUMEHEHHE
TEXHOJIOTUH UCKYCCTBEHHOTO MHTEJUIEKTAa OKa3bIBAE€T HEMOCPEICTBEHHOE BIUSHUE
Ha pa3BUTHe oOmecTBa. B cTaThe mccienoBaHbl OCHOBHBIE TEHICHIIMU Pa3BUTHS
HUCKYCCTBEHHOI'O HHTEIJIEKTa, B XOJE MCCIEJOBaHUS BBIABIEHO, YTO Ha
CETOJIHAIIHUN  MOMEHT  00JaCTh  MCKYCCTBEHHOTO  HWHTEJUIEKTa  MOXHO
paccMaTpuBaTh KaK COYETaHHWE KOTHUTUBHOM WH(POPMATUKH, JIMHTBUCTUKH,
MICUXOJIOTUM M MareMaTUKu. PaccMOTpeHBl  acleKThl  UCMOJIb30BaHUS
HMCKYCCTBEHHOI'O MHTEJUIEKTA B PA3IUYHBIX cdepax >KU3HEIEITEIHbHOCTH, TaKHX,
KaK TMPOMBIIIJIEHHOCTh, CEJIbCKOE XO3SHUCTBO, TOCYJAapCTBEHHasi Cilyxo0a,
oOpa3oBanue, 6aHku U cepa (UHAHCOB, MEIUIIMHA, TPAHCIIOPT U TPAHCIOPTHAs
CUCTEMa, JIOMaIIHee X035UCTBO U cepa yCIyT.

KiiroueBble c€j10Ba: UCKYCCTBEHHBIN MHTEIUIEKT, TEXHOJIOTMH, pOOOT, aHIPOU],
yesoBedeckuil pakTop, 6€30nacHOCTb.

Oxonsiues, .A., Cupaxaunos, P.OK.

IIpobJjieMbl HCNOAb30BAHMS HCKYCCTBEHHOr0 HWHTE/UIEKTA B COBPEMEHHOM
ykoHomMuKke /[ [llaz 6 6Oyoywee. uUCKYCCMBeHHbI UHMeENIEKM U Yu@pposas
okonomuxka, Mamepuaner  1-ui  MedcOynapooHoii  HAYUHO-NPAKMUYECKOLL

kon@epenyuu. I ocyoapcmeennsiii ynueepcumem ynpaeienus, 2017, 201-206.
URL:https://elibrary.ru/item.asp?id=32786328

AnHoTanus. B crathe npeacTaBieHbl TpoOeMbl UCIIOIb30BaHUS HCKYCCTBEHHOTO
MHTEJUIEKTa HAa COBPEMEHHOM JTane COUUAIBbHO-3KOHOMUYECKOrO0 Pa3BUTHUA
oOmectBa. llenbro  mpoBeneHUs]  UCCIENOBAHUS  SIBIsSIETCS  pa3paboTka
MPEIJI0KEHNUN IO COBEPIICHCTBOBAHUIO BHEAPEHUSI UCKYCCTBEHHOTO MHTEIJIEKTA B
SKOHOMHMYECKHE TMPOLECChl. Pe3ynbTaThl UCCIEAOBAHUA MOTYT ITOCIY>KHUTh
OCHOBaHHMEM JJIi CO3JaHUsI TEPPUTOPUAIBHBIX KOOPAWHUPYIOMIMX IIEHTPOB
BHEJIPEHUSI UCKYCCTBEHHOI'O MHTEJIJIEKTA B PEAIbHBIE CEKTOPA SKOHOMHUKH B LIEJSAX
3((PEKTUBHOTO HCIIOIL30BAHUS HMCKYCCTBEHHOIO MHTEIUICKTa B  COIHAJIBHO-
PKOHOMHUYECKOM Pa3BHTHH OOIIECTBA.

KiioueBble ¢JIOBa. HWCKYCCTBEHHBIH HMHTEIUICKT, TMPOOJIEMBI, 3KOHOMHKA,
HaceJIEHUE, OOIIECTBO.

Casuna, C.B.

O npuMeHeHWH HCKYCCTBEHHOT0 HMHTE/LUIEKTa B JKOHOMH4YecKoii cdepe //
Camoynpaenenue, 2019, T. 2, 4 (117), 297-2909.
URL:https://elibrary.ru/item.asp?id=42432319

AnHoTanusa. CTaThsi TMOCBAIICHA aHAIU3Yy BO3MOXXHOCTHM HCIOJIb30BaHHMS
HMCKYCCTBEHHOI'0 MHTEJUIEKTa B 3KOHOMHUYECKOU cdepe. B craTthe paccMoTpeHsl
HaNpaBJICHUS Pa3BUTUA MCKYCCTBEHHOI'O MHTEJUIEKTa, a TAaKXKE pPa3IMYHbIC



MOAXOAbl K €ro paspaboTke. AHAIM3UPYIOTCS Pa3TUYHBbIE CHUCTEMBI CO3JaHUS
MCKYCCTBEHHOI'O UHTEIIJIEKTAa U X BIMSHUE Ha SKOHOMHUYECKYIO chepy.
KuiroueBble ¢j10Ba: MCKYCCTBEHHBIM MHTEJUIEKT, MH()OPMAIMOHHBIE TEXHOJIOTHUH,
PKOHOMHKA, MamuHHOE oOyueHue, artificial intelligence, information technology,
economics, machine learning.

Hanames, 3.@., Yctunona, H.I'.

BinsiHMe MCKYCCTBEHHOT0 MHTEJIEKTa HAa 3KOHOMHUKY // Dnoxa nayxku, 2019,
18, 53-57, d0i:10.24411/2409-3203-2019-00042.
URL.:https://cyberleninka.ru/article/n/vliyanie-iskusstvennogo-intellekta-na-
ekonomiku

AnHotaumsa. Ha ceromHsmHuii A€Hb aKTyallbHOW CTAHOBUTCS IMpoliiema
BHEJIPEHHUS HOBBIX TEXHOJOTUN U (opMUpOBaHUs HUPPOBOI SKOHOMUKH. B cTaThe
PACKpBIBACTCS MOHATUE UCKYCCTBEHHOI'O MHTEIUICKTA KAK HAYKU WJIA TEXHOJOTUHU
CO3/IaHUSl MHTEJUICKTYyaJbHbIX MallMH, B YAaCTHOCTH HHTEJUIEKTYAJIbHBIX
KOMIIBIOTEPHBIX MPOrpaMM, KOTOpBIE BHEIAPSIOTCS B 3KOHOMUKY. PaccMmorpena
POJIb UCKYCCTBEHHOI'O UHTEIJJIEKTA B OKOHOMHUKE.

KioueBble ¢j10Ba: MCKYCCTBEHHBI MHTEJUICKT, IU(pPOBas SKOHOMHUKA, MHPOBas
HPKOHOMHKA, HH()OPMAIITMOHHBIE TEXHOJIOTUH, SKOHOMUYECKHUH 2P (DEKT.

Acemoglu, D., Restrepo, P.

Automation and New Tasks: How Technology Displaces and Reinstates Labor
// The Journal of Economic Perspectives, 2019, 33(2), 3-30, doi:10.1257/jcp.33.2.3.
URL.:https://www.|stor.org/stable/26621237

Abstract. We present a framework for understanding the effects of automation and
other types of technological changes on labor demand, and use it to interpret
changes in US employment over the recent past. At the center of our framework is
the allocation of tasks to capital and labor — the task content of production.
Automation, which enables capital to replace labor in tasks it was previously
engaged in, shifts the task content of production against labor because of a
displacement effect. As a result, automation always reduces the labor share in
value added and may reduce labor demand even as it raises productivity. The
effects of automation are counterbalanced by the creation of new tasks in which
labor has a comparative advantage. The introduction of new tasks changes the task
content of production in favor of labor because of a reinstatement effect, and
always raises the labor share and labor demand. We show how the role of changes
in the task content of production — due to automation and new tasks — can be
inferred from industry-level data. Our empirical decomposition suggests that the
slower growth of employment over the last three decades is accounted for by an
acceleration in the displacement effect, especially in manufacturing, a weaker
reinstatement effect, and slower growth of productivity than in previous decades.
Keywords: artificial intelligence, automation, labor, influence, productivity
unemployment.



Agrawal, A., Gans, J.S., Goldfarb, A.

Artificial Intelligence: The Ambiguous Labor Market Impact of Automating
Prediction // The Journal of Economic Perspectives, 2019, 33(2), 31-50, doi:
10.1257/jcp.33.2.31.

URL.:https://www.]stor.org/stable/26621238

Abstract. Recent advances in artificial intelligence are primarily driven by
machine learning, a prediction technology. Prediction is useful because it is an
input into decision-making. In order to appreciate the impact of artificial
intelligence on jobs, it is important to understand the relative roles of prediction
and decision tasks. We describe and provide examples of how artificial intelligence
will affect labor, emphasizing differences between when the automation of
prediction leads to automating decisions versus enhancing decision-making by
humans.

Keywords: artificial intelligence, economic system, labor market, influence,
prediction.

YpyHos, A.A., Ponuna, 1.b.

Biansinue MCKYCCTBEHHOI0 MHTENJIEKTA W  HMHTEPHET-TEXHOJOTHMd HAa
HAMOHAJIBHBIH PBIHOK Tpyaa // @ynoamenmanvuovle uccaedosanus, 2018, 1,
138-142, doi:10.17513/fr.42064.
URL:https://fundamental-research.ru/ru/article/view?id=42064

AHHOTanms. B crathe NMpeacTaBiIcH KpaTKUH aHAIN3 COIUAIBHO-DKOHOMHYCCKUX
MOCJICJICTBUN TPUMEHEHHUSI HCKYCCTBEHHOI'O HWHTEUICKTa | MPOAYKTOB B cepe
WHTEPHET-TEXHOJOTUH B YKOHOMHKE U B 00IIECTBE B IEJIOM. VICKyCCTBEHHBIN
WHTEJUICKT — HayKa | TeXHOJIOTHSI CO3JaHWS HWHTEUICKTYalbHBIX  MAIlWH,
OCOOCHHO WHTEIUICKTYaIbHBIX KOMITBIOTEPHBIX TporpamMMm. VCKyCCTBEHHBIN
WHTEJUIEKT CBS3aH CO CXOJHOW 3aJadyeil WCIOJIb30BaHUS KOMITBIOTEPOB IS
MOHUMAaHUS YEJIOBEYSCKOTO HWHTEUICKTa, HO HE 00s3aTeNhbHO OTPAaHUIMBACTCS
OMOJIOTUYECKH TMPaBIONOMO00HBIMU MeTogaMu. [lo HammM TporHo3am, Mo Mepe
BHEJIPCHHUSI HCKYCCTBEHHOTO WHTEJUIEKTa OTAENbHbIE Tpodeccuu MpeKpaTsIT
CYIIECTBOBAHUE CO CKOPOCTHIO Kak MUHUMYM OT 1 10 3 mpodeccuii exxeromno. B
ATUX YCIOBUAX OyAET CIOKHEEe aJanTHPOBATh COIIMYM KakK SBJICHHUE, IPUHOCSINEE
BceMy OOIIecCTBY | Ojlaro ¥ OJHOBPEMEHHO 3510. be3pabotuiia wu HU3Kas
3apaboTHas 1iaTa ObET MO SKOHOMHMKE JBAXKIBI: BO-TICPBBIX, OTPAaHHUYMBACT TaK
HEOOXOAMMOE JII SKOHOMHYECKOTO POCTa paCIIMPEHHE BHYTPEHHErO pPBIHKA,
MOCTPaIaeT CIPOC H, KaK CIEACTBUE — CHIDKACTCS BBIITYCK; BO-BTOPBIX, TIOPOXKIAACT
TEHJCHIUIO «TOJIJIAaHJACKOW» OOJIC3HU, TIOCKOJIbKY OOJIbIINasi YacTh MPUOABOYHOTO
Tpyga OyJeT HaXOAWThCS B PyKax y3KOrO0 KOJHMYECTBA  KaIlUTATHCTOB,
HAIPABJISIIONINX Jajiee 3TH CPEJICTBA Ha T€ WHBECTUIIMOHHBIC MPOCKTHI, KOTOPHIC
00eCIeYnBalOT JIMIb SKOHOMHUIO Ha 3apa00THOW Tutate W CBepXNpuObLIH. Kpome
TOTO, MOCTpPajiaeT OKJKET IO YaCTH HAJIOr0O00JIO0KEHHUS (U3UYECKUX JIUI[ U OT
COKPBITHSI UCTUHHOTO J0XO0Jla POOOTOBIAENbIeB. VccienoBanus MOKa3bIBAIOT,
4TO BIENIOM 1O Poccum oxumaercss pocT 0e3pabOoTHUIBI OT €CTECTBEHHOTO €ro



ypoBHS 5—6 % 10 OOBIYHOTO YPOBHS B YCIIOBHUSIX MCITOJIB30BAHUS POOOTOTEXHUKU
no 15-20%, aswmupe g0 30%. VYxke cerogHs HaJI0 YCOBEPIIEHCTBOBATH
3aKOHOJATENIbCTBA TIO0 MOBOJy OPTaHM3AIlMU W YMPABIEHUS OIUIATHI MOCOOWU IO
6e3padoturie. [ns sroro B [IpaButensctBe PO HEeoOxoaumo chopmupoBaTh GoHT,
KOMIIGHCAllMA OT TPUMEHEHUsS WCKYCCTBEHHOTO WHTEIICKTa, TNe JIOJDKHA
aKKyMYJIMpOBaThcs O€3BO3ME3THO ompeaeiacHHas dacth (He wMeHee 25 %)
BBICBOOOJMBIINXCS CPEJCTB MPEANPUITHI OT NPUMEHEHHS] HCKYCCTBEHHOTO
WHTEJUICKTA JIJIs1 BBITIIATHI Oy AyIIUX TOCOOMi 6e3pa00THBIM.

KaoueBble ciaoBa: Tpya, poOOT, MCKYCCTBEHHBIM HMHTEIICKT, PBIHOK TpYyaa,
0e3paboTuIia, CpeaHel cioi, (POoHI KOMIIEHCAIIUA.

Axpronos, P.U., Ckosnens, A.A.

Pojib HCKYCCTBEHHOr0 MHTEJJIEKTA B TPAHC(POPMALIMH COBPEMEHHOI'0 PhIHKA
Tpyaa // Jucxyccus, 2019, 3 (94), 30-40, doi: 10.24411/2077-7639-2019-10029.
URL:https://cyberleninka.ru/article/n/rol-iskusstvennogo-intellekta-v-
transformatsii-sovremennogo-rynka-truda

AnHoTaums. PaccmaTpuBaroTCs axkTyadbHbE JUIsi BCEro MHpa MPOOJIEMBI,
CBS3aHHBIC C PA3BUTHEM MCKYCCTBEHHOTO HHTEIUICKTa M Bce 0o0Jyiee IIMPOKUM
BHEJIPCHHEM JaHHBIX TEXHOJOTHH B JKOHOMHUYECKYIO cQepy; aHaTu3upyITCs
BO3ZHUKAIONINE Oaphepbl CTAHOBIEHUS IU(GPOBONM HKOHOMHKH, XapaKTEepHBIC
HEIMOCPEACTBEHHO il Poccuu, NPOBOIMTCS aHANOTUs 10 CTEIEHHU BIMSHUSA
U(GPOBBIX TEXHOJOTUNA HA UMBWIM3AIMOHHOE pPa3BUTHE C MPOUCXOAUBIIMMU
paHee arpapHOM M MPOMBIIUICHHON peBotonusasMu. OTMEUYaeTcsi, 4TO BO MHOTHX
Pa3BUTHIX CTPaHAX C KaXIbIM TOJOM BCE OOJBIIE OmNeparuil TeXHOJIOTHYECKOTOo
mpoiiecca B Pa3IMYHBIX BUJAX JEITEIBHOCTH MeEpelaeTcsi poOOTHU3UPOBAHHBIM
KOMILIEKCaM, KOTOPBIE€ OCYIIECTBISIOT PYTHHHYIO paboTy, BBICBOOOXKIast
3aHUMABIIUXCA 3TUM pabOTHUKOB. IIpencraBiieHbl MOCIEACTBUS POOOTHU3AINH,
KOTOPBIE CKaXyTCsl HEMOCPEACTBEHHO HA PHIHKE TPYJa U B LIEJIOM HA CUTYAIlUU B
oOmectBe. B 3aBepiienue mpeasiaraertcs psjl MEp U HAMpPaBICHUM JEATEIbHOCTU
[0 MMUHUMM3ALMNA HETATUBHBIX MOCJIEACTBUN PaCIPOCTPAHEHUS] UCKYCCTBEHHOIO
MHTEJUIEKTa U POOOTOTEXHUKU B SKOHOMHKE. HecMoTpsi Ha HeraTuBHbIE 3(DPEKTHI
poOoTH3aIuy ISl PhIHKA TPyaa, 00OCHOBBIBAETCS HEOOXOAMMOCTH JAbHEUIIIETO
pPa3sBUTUS W BHEAPEHUS TEXHOJOIMM HCKYCCTBEHHOIO WHTEIUIEKTA, KOTOPBIE
SIBJISIIOTCS HEOTHEMJIEMOM COCTABIISIONICH HacTymaromeid mu@poBoil 3KOHOMHUKH.
KiiroueBble cJioBa: MCKYCCTBEHHBIN MHTEIUIEKT, pOOOTOTEXHHKA, PHIHOK TPY.a,
MIPOMBIIIIEHHBIE POOOTHI, MHHOBAIMH, CYMEPKAIMTAIN3M, HEPABEHCTBO JI0XOIOB,
IECTON TEXHOJIOTUUECKUM YKIIaJ.

Webb, M.
The Impact of Artificial Intelligence on the Labor Market // SSRN, 2019, 61.
URL:https://papers.ssrn.com/sol3/papers.cfm?abstract id=3482150

Abstract. | develop a new method to predict the impacts of any technology on
occupations. | use the overlap between the text of job task descriptions and the text



of patents to construct a measure of the exposure of tasks to automation. | first
apply the method to historical cases such as software and industrial robots. |
establish that occupations | measure as highly exposed to previous automation
technologies saw declines in employment and wages over the relevant periods. |
use the fitted parameters from the case studies to predict the impacts of artificial
intelligence. | find that, in contrast to software and robots, Al is directed at high-
skilled tasks. Under the assumption that historical patterns of long-run substitution
will continue, | estimate that Al will reduce 90:10 wage inequality, but will not
affect the top 1%.

Keywords: artificial intelligence, robotics, technology, patents, occupations.

Zhou, G., Chu, G., Li, L., Meng, L.

The effect of artificial intelligence on China’s labor market // China economic
journal, 2019, 13:1, 24-41, doi: 10.1080/17538963.2019.1681201.
URL.:https://www.tandfonline.com/doi/full/10.1080/17538963.2019.1681201

Abstract. Automation and artificial intelligence technology have played a pivotal
role in today’s economic and social development. They represent a labor-
substituted technological progress, featuring more and more jobs to be replaced by
Al. Based on the adoption rate calculated in our paper and theoretical substitution
probability estimated by existing studies, our research estimates the actual
substitution probability by Al for various occupations in China. By using this
actual substitution probability on occupation level, we also explore the substitution
effects on labor force with different characteristics and find that Al has larger
substitution impacts on labors of female, old age, low education and low income.
We also predict the number of employed people that would be replaced by Al in
each industry, and the results show that China will have 278 million labors (201 ~
333 million under different adoption rates) replaced by Al by 2049, representing
35.8% of the current employment in China.

Keywords: artificial intelligence, substitution effect, substituted employment.

bopranesuy, C.H1., Jlanun, A.B., Xaputonos, C.C.

HcKyccTBeHHBI HHTE/UIEKT B CHCTeMe o0ecleYeHUus: IKOHOMHUYECKOH
oe3zonacuoctu // Becmnux MUPHHUC, 2019, 2(18), 18-27.
URL:https://cs.journal-mirbis.ru/-
[XalE7OPrSQwj6Im4MxSvww/sv/document/9e/62/7b/521295/583/2 2019 VM.p
df?1565954356#page=18

AnHorauus. [IpegMeroM ucciienoBaHUsl BBICTYIAET MCKYCCTBEHHBIM WHTEIJICKT
KaK TOTEHIUAIbHBIA 3JIEMEHT SKOHOMHYECKOW Oe30MacHOCTU. ABTOpPHI CTaThH,
UCII0JIb3Ysl MHOTOYHMCIICHHBIE HAPAOOTKHN YUYEHBIX B 00J1aCTH YKOHOMUKH, PA3BUTHUS
MPOMBIIIJIEHHOCTA W TpaBa, BBISIBIJIM  HEOOXOJUMOCTb  HMCCJIEJIOBaHUS
BO3MOXKHOCTE€M  HMCIOJIb30BAHUS  HUCKYCCTBEHHOTO  WHTEIUIEKTa B IEJAX
oOecrieueHus HIKOHOMUYECKOM Oe30macHOCTU. B cTatbhe pacKphbIThl MMEIOIIUECS
TPAKTOBKM YYEHBIX O CYIIHOCTH MCKYCCTBEHHOI'O HMHTEJUIEKTA, €ro 3ajayax aJis



pa3BUTUS DSKOHOMHMKHM H (uHaHCOB. Ha OCHOBE »OKCHIEpPTHOrO aHanmu3a M
MMCIOIIMXCS HOPMATHUBHBIX IIPaBOBBIX aKTOB B 00JIACTH TOCYAapCTBEHHOTO
PETYJIUPOBaHUS PA3BUTHS M BHEJIPEHUS MCKYCCTBEHHOI'O MHTEIUICKTA IMPHUBEICHBI
aBTOPCKHE B3TJISAIBI HA HEOOXOIUMOCTh BKIIFOUCHHS MCKYCCTBEHHOT'O MHTEIUICKTA
B CHCTEMY SKOHOMHYECKOH Oe3onacHoctu Poccun.,

KioueBble cj10Ba: SKOHOMHUYECKass 0€30MacHOCTh, MCKYCCTBEHHBIM WHTEIIEKT,
1udpoBasi SIKOHOMHUKA, OOBEKT SKOHOMHUECKOH O€30MacHOCTH, POOOTOTEXHHKA,
TEXHOJIOTHH, TOCYJaPCTBEHHOE PETryJIUpPOBaHKE, KHOEP(HU3UIECKUE CHCTEMBI.

Huang, Ch., Wang, X.

Financial Innovation Based on Artificial Intelligence Technologies // AICS
2019: Proceedings of the 2019 International Conference on Artificial Intelligence
and Computer Science, July 2019, 750-754.
URL:https://doi.org/10.1145/3349341.3349504

Abstract. Nowadays, the degree of the heated topic of artificial intelligence in the
world reaches a new height. Due to the breakthrough of deep learning algorithm
based on neural network, the level of artificial intelligence technologies has been
enhanced significantly. The global financial industry is quietly changing under the
catalysis of artificial intelligence. The frontier artificial intelligence technologies,
such as the technology of expert system, machine learning and knowledge
discovery in database are combed to explore the financial applications of artificial
intelligence. Based on these key technologies, this paper proposed three
applications of artificial intelligence in the financial field, including intelligent
investment adviser, transaction forecast and financial regulation, discusses the key
technologies of artificial intelligence and financial innovation products based on
these technologies, such as the functions of the transaction prediction system based
on artificial intelligence technologies include forecast analysis, index statistics,
stock analysis and information retrieval, etc. The structures of the systems are
drawn and the design principles are provided. Finally, to guard the safety of the
applications of artificial intelligence, the paper gives the suggestions of enhancing
identity authentication, introducing monitoring measures and limiting autonomy
degree.

Keywords: intelligent investment adviser, transaction forecast, financial
regulation, machine learning, deep learning.

Andreeva, A., Yolova, G., Dimitrova, D.

Artificial intellect: Regulatory Framework and Challenges Facing the Labour
Market // CompSysTech '19: Proceedings of the 20th International Conference on
Computer  Systems and  Technologies, 2019, July 2019, 74-77.
URL:https://doi.org/10.1145/3345252.3345261

Abstract. The paper analyses the impact of artificial intelligence on employment
relationships and the ensuing need for adaptation of labour law principles and
constructs to new social realities arising from the digitalization of social processes.



The analysis outlines the challenges facing the labour market and the responsibility
of institutions for adoption of a regulatory framework.

Keywords: artificial intelligence, labour market, responsibility, challenges, labour
law.

Balasubramanian, G.

When Artificial Intelligence Meets Behavioural Economics // Indian Institute of
Management Lucknow, 2020, 14(2), 216-277, doi:10.1177/2631454120974810.
URL.:https://journals.sagepub.com/doi/abs/10.1177/2631454120974810

Abstract. Behavioural economics has its roots in the problems of rationality and
optimising the expected utility, specially the empirical evidence of individuals
acting against expected norms. Artificial intelligence (Al), on the other hand, is
premised on the dominant idea being that because of the dispositional factors, the
human being often might be akin to a disturbance to an otherwise smooth system.
Thus, the intersection of both these areas is decision-making under uncertainty.
Both these concepts put together have interesting implications for organisations.
This article explores the impact of Al and Behavioural Economics on the human
resources (HR) function of an organisation. Some of the contemporary applications
of Al augmenting decision-making have been presented using the lens of the HR
Value Chain. Based on these applications, implications for organisations are
discussed. Despite limitations, Al, as a technology, is soon going to be embraced
by the firms, leading to hybrid organisations. As a result, organisations need to
redesign their processes and policies.

Keywords: behavioural economics, artificial intelligence, meta-organisations,
hybrid organizations.

Kumar ,V., Rajan, B., Venkatesan, R., Lecinski, J.

Understanding the Role of Artificial Intelligence in Personalized Engagement
Marketing // California Management Review, 2019; 61(4), 135-155,
doi:10.1177/0008125619859317.
URL.:https://journals.sagepub.com/doi/abs/10.1177/0008125619859317

Abstract. This article explores the role of artificial intelligence (Al) in aiding
personalized engagement marketing — an approach to create, communicate, and
deliver personalized offerings to customers. It proposes that consumers are ready
for a new journey in which Al is a tool for endless options and information that are
narrowed and curated in a personalized way. It also provides predictions for
managers regarding the Al-driven environment on branding and customer
management practices in both developed and developing countries.

Keywords: artificial intelligence, CRM technology, customer relationship
management, customization, marketing, personalization.



Lim, Tai Wei

North Korea's Artificial Intelligence (A.l.) Program // North Korean Review,
2019, 15(2), 97-103.

URL:https://www.jstor.org/stable/26915828

Abstract. The purpose of this paper is to examine the progress of North Korea's
Artificial Intelligence (A.l.) program and analyze its impact. In studying the North
Korean example, three important and significant ideas are examined. First, a
concerted highly centralized state-sponsored A.l. development program is able to
overcome resource scarcity and skills deficiency by mobilizing the entire state's
resources behind the program's development. Second, states have discovered the
enormous potential of A.l. Even those that have an impoverished economy (like
North Korea) are prepared to institute an expensive A.l. development program.
Third, while A.l. is often discussed in the context of advanced economies
(especially the U.S. and its leading technologies) and rapidly developing and
emerging economies like China, the A.l. program of other smaller economies,
including those perceived to be lagging, are often de-privileged in such analyses.
Keywords: artificial intelligence, North Korea, program, risks, advantages,
economy.

Levy, F.

Computers and populism: artificial intelligence, jobs, and politics in the near
term // Oxford Review of Economic Policy, 2018, 34(3), 393-417.
URL.:https://doi.org/10.1093/oxrep/qry004

Abstract. | project the near-term future of work to ask whether job losses induced
by artificial intelligence will increase the appeal of populist politics. The paper first
explains how computers and machine learning automate workplace tasks.
Automated tasks help to both create and eliminate jobs and | show why job
elimination centres in blue-collar and clerical work—impacts similar to those of
manufactured imports and offshored services. | sketch the near-term evolution of
three technologies aimed at blue-collar and clerical occupations: autonomous long-
distance trucks, automated customer service responses, and industrial robotics. |
estimate that in the next 5-7 years, the jobs lost to each of these technologies will
be modest but visible. | then outline the structure of populist politics. Populist
surges are rare but a populist candidate who pits ‘the people’ (truck drivers, call
centre operators, factory operatives) against ‘the elite’ (software developers, etc.)
will be mining many of the US regional and education fault lines that were part of
the 2016 presidential election.

Keywords: populism, artificial intelligence, computers, future of work.

Jarrahi, M.H.

Artificial intelligence and the future of work: Human-Al symbiosis in
organizational decision making // Business Horizons, 2018, 61(4), 577-586.
URL:https://doi.org/10.1016/j.bushor.2018.03.007




Abstract. Artificial intelligence (Al) has penetrated many organizational
processes, resulting in a growing fear that smart machines will soon replace many
humans in decision making. To provide a more proactive and pragmatic
perspective, this article highlights the complementarity of humans and Al and
examines how each can bring their own strength in organizational decision-making
processes typically characterized by uncertainty, complexity, and equivocality.
With a greater computational information processing capacity and an analytical
approach, Al can extend humans’ cognition when addressing complexity, whereas
humans can still offer a more holistic, intuitive approach in dealing with
uncertainty and equivocality in organizational decision making. This premise
mirrors the idea of intelligence augmentation, which states that Al systems should
be designed with the intention of augmenting, not replacing, human contributions.
Keywords: artificial intelligence, organizational decision making, human-machine
symbiosis, human augmentation, analytical and intuitive decision making.

Ivanov, S.H., Webster, C.

Adoption of Robots, Artificial Intelligence and Service Automation by Travel,
Tourism and Hospitality Companies — A Cost-Benefit Analysis // International
Scientific Conference "Contemporary Tourism — Traditions and Innovations”,
Sofia University, 2017, 168.

URL:https://ssrn.com/abstract=3007577

Abstract. Travel, tourism and hospitality companies have started to adopt robots,
artificial intelligence and service automation (RAISA) in the form of chatbots,
delivery  robots,  robot-concierge,  conveyor  restaurants,  self-service
information/check-in/check-out kiosks, and many others. Despite the huge
advancements in social robotics, the research on robots in tourism has been
extremely limited — a gap that is partially filled by this paper. It investigates the
costs and benefits of the adoption of RAISA by travel, tourism, and hospitality
companies (hotels, restaurants, event organizers, theme and amusement parks,
airports, car rental companies, travel agencies and tourist information centers,
museums and art galleries and others). Specifically the paper looks at how RAISA
influence the competitiveness, service quality, human resource management,
service operations processes and standards, hospitality facilities layout, operating
costs and revenues, and investigates the conditions under which the adoption of
RAISA would be of benefit of the company. The paper acknowledges that the
adoption of RAISA is dependent on the labour and technology costs, customers’
readiness and willingness to be served by a robots, cultural characteristics of both
customers and service providers, the technological characteristics of RAISA
solutions and other factors. The paper elaborates on the practical challenges to be
faced by tourist companies when introducing RAISA (e.g. related to resistance to
change, reengineering of service processes) and provide recommendations to both
tourism companies and robot manufacturers how to deal with these challenges.



Keywords: robots, artificial Intelligence, service automation, self-service
technology, tourism, cost-benefit analysis.

Frank, M. R., Autor, D., et al.

Toward understanding the impact of artificial intelligence on labor //
Proceedings of the National Academy of Sciences, 2019, 116 (14), 6531-6539.
URL.:https://doi.org/10.1073/pnas.1900949116

Abstract. Rapid advances in artificial intelligence (Al) and automation
technologies have the potential to significantly disrupt labor markets. While Al and
automation can augment the productivity of some workers, they can replace the
work done by others and will likely transform almost all occupations at least to
some degree. Rising automation is happening in a period of growing economic
inequality, raising fears of mass technological unemployment and a renewed call
for policy efforts to address the consequences of technological change. In this
paper we discuss the barriers that inhibit scientists from measuring the effects of
Al and automation on the future of work. These barriers include the lack of high-
quality data about the nature of work (e.g., the dynamic requirements of
occupations), lack of empirically informed models of key microlevel processes
(e.g., skill substitution and human—machine complementarity), and insufficient
understanding of how cognitive technologies interact with broader economic
dynamics and institutional mechanisms (e.g., urban migration and international
trade policy). Overcoming these barriers requires improvements in the longitudinal
and spatial resolution of data, as well as refinements to data on workplace skills.
These improvements will enable multidisciplinary research to quantitatively
monitor and predict the complex evolution of work in tandem with technological
progress. Finally, given the fundamental uncertainty in predicting technological
change, we recommend developing a decision framework that focuses on resilience
to unexpected scenarios in addition to general equilibrium behavior.

Keywords: automation, employment, economic resilience, future of work.

Mutascu, M.

Artificial intelligence and unemployment: New insights // Economic Analysis
and Policy, 2021, 69, 653-667.

URL:https://doi.org/10.1016/j.eap.2021.01.012

Abstract. This paper investigates the impact of artificial intelligence on
unemployment in the most high-tech and developed countries, using a theoretical
model that is also supported empirically. The empirical methodology follows a
nonlinear approach by using panel threshold and GMM-system estimations. The
dataset covers the period 1998-2016, and includes 23 countries. The main results
show that artificial intelligence has a nonlinear impact on unemployment, with the
acceleration of the use of artificial intelligence reducing unemployment, but only
occurring at low levels of inflation. In this case, no “switch effect” between



“displacement effect” and “replacement effect” is registered. Otherwise, the
contribution of artificial intelligence to unemployment is rather neutral.

Keywords: artificial intelligence, unemployment, implications, high-tech
countries.

Guha A., et al.

How artificial intelligence will affect the future of retailing // Journal of
Retailing, 2021, 97(1), 28-41.

URL.:https://doi.org/10.1016/].jretai.2021.01.005

Abstract. Artificial intelligence (Al) will substantially impact retailing. Building
on past research and from interviews with senior managers, we examine how
senior retailing managers should think about adopting Al, involving factors such as
the extent to which an Al application is customer-facing, the amount of value
creation, whether the Al application is online, and extent of ethics concerns. In
addition, we highlight that the near-term impact of Al on retailing may not be as
pronounced as the popular press might suggest, and also that Al is likely to be
more effective if it focuses on augmenting (rather than replacing) managers’
judgments. Finally, while press coverage typically involves customer-facing Al
applications, we highlight that a lot of value can be obtained by adopting non-
customer-facing applications. Overall, we remain very optimistic as regards the
impact of Al on retailing. Finally, we lay out a research agenda and also outline
implications for practice.

Keywords: artificial intelligence, retailing, ethics, privacy, bias.

dununona, U.A.

I/ICKyCCTBeHHbIﬁ HHTCIJICKT nu prI[OBble OTHOILICHUA . COoIMMAJIbHBIC
NMepCNeKTHBLI M TeHJAEHIMH NpaBoBoro peryiaupoBanust // Poccutickas
rocmuyus, 2017, 11, 65-67.

URL:https://elibrary.ru/item.asp?i1d=30455304

AnHoTanmusi. CoBpeMeHHOE OOIIECTBO HAXOAUTCI «HA TOpOre» YeTBEepPTOU
MPOMBIIIJICHHON  PEBOIIONNMM, CBS3aHHOM C BHEAPCHHEM HCKYCCTBEHHOIO
WHTEJUICKTa B  TOBCEJHEBHYIO JKHM3Hb  4YCJIOBEKAa. YPOBEHb  Pa3BUTHSA
pOOOTOTEXHUKH, HEHPOHHBIX CETEH, OOJaYHBIX M KBAHTOBBIX TEXHOJOTHM
1Mo3BoJisIeT A(MPEKTUBHO HUCIIOIB30BaTh MX B PA3TUYHBIX OTPACISIX SKOHOMHKH.
N3menenus 3aTpoHYT Bce cdepbl OOIMIECTBEHHOW >KU3HHM, B TOM uucie chepy
Tpyaa. K HacTosmeMy MOMEHTY B psijie NMPOM3BOJCTB YXKE NPUMEHSCTCS TPY.I
poOOTOB, UYTO BJIEYET COKpalleHue padouyux MecT i jrojei. [lo mpornozam
clienMaancToB, B Ommkaimme 5-10 et Takoe 3aMelleHHME  CTaHET
pacupocTpaHeHHBIM  siBJeHUEM.  CTpYKTypHOE  HM3MEHEHHWE  SKOHOMUKH,
TpaHchopManus pbIHKA TPyAa TOTPEOYIOT BHECEHHUS CEPbE3HBIX IOMPABOK B
3aKoHOAAaTeNbcTBO. C  OMHOW CTOPOHBI, ATH TIONPABKH JOJDKHBI TTO3BOJUTH
WCIIOJIB30BaTh AKOHOMHUYECKHE TPEUMYIIECTBA OT BBICOKOTO YPOBHS pPa3BUTHS
TEXHOJIOTHUH, C JPYrod CTOPOHBI, TapaHTUPOBaTh S(PGEKTUBHYIO COIHATLHYIO



3alUTY JUIsi BCEX WIEHOB OOIIECTBA. 3HAYMUTEIBHOE YHUCIIO HCClenoBarenen
HAaCTauBaeT Ha HEOOXOJAMMOCTH MPEBEHTUBHOIO PETYJIUPOBAHUS BOMpOCA.
Pemenue 3amaum  «mepedopmMaTUpOBAHHS»  TPYMOBOTO  3aKOHOJATEIHCTBA
OCJIOKHSIETCSI OOJBIION CTENEHBIO HEONPENEICHHOCTU MOCIEACTBUNA BHEAPECHUS
UCKYCCTBEHHOTO WHTe/UIekTa B chepy Tpynma. Ilomck wmep mpaBoBOro
pEryJaupoBaHUsl BENETCS KaK Ha HAIMOHAJIBbHOM, TaK M HAa MEXKIYHAapOIHOM
YPOBHSIX.

KiroueBble cj10Ba: HCKYCCTBEHHBIM HMHTEIUIEKT, poOOT, PHIHOK TpyAa, padouee
MECTO, TPYJOBbIE OTHOIICHHUSI, TPYAOBOE 3aKOHOIATEILCTRO.

Danaher, J., Nyholm, S.
Automation, work and the achievement gap // Al and Ethics, 2021, 1, 227-237.
URL:https://doi.org/10.1007/s43681-020-00028-x

Abstract. Rapid advances in Al-based automation have led to a number of
existential and economic concerns. In particular, as automating technologies
develop enhanced competency, they seem to threaten the values associated with
meaningful work. In this article, we focus on one such value: the value of
achievement. We argue that achievement is a key part of what makes work
meaningful and that advances in Al and automation give rise to a number
achievement gaps in the workplace. This could limit people’s ability to participate
in meaningful forms of work. Achievement gaps are interesting, in part, because
they are the inverse of the (negative) responsibility gaps already widely discussed
in the literature on Al ethics. Having described and explained the problem of
achievement gaps, the article concludes by identifying four possible policy
responses to the problem.

Keywords: automation, achievement, meaningful work, artificial intelligence,

responsibility gap, autonomy, mastery, community.

Ferreira, M.B., et al.

Using artificial intelligence to overcome over-indebtedness and fight poverty //
Journal of Business Research, 2020, 131, 411-425.
URL:https://doi.org/10.1016/j.jbusres.2020.10.035

Abstract. This research examines how artificial intelligence may contribute to
better understanding and to overcome over-indebtedness in contexts of high
poverty risk. This research uses Automated Machine Learning (AutoML) in a field
database of 1654 over-indebted households to identify distinguishable clusters and
to predict its risk factors. First, unsupervised machine learning using Self-
Organizing Maps generated three over-indebtedness clusters: low-income
(31.27%), low credit control (37.40%), and crisis-affected households (31.33%).
Second, supervised machine learning with exhaustive grid search hyperparameters
(32,730 predictive models) suggests that Nu-Support Vector Machine had the best
accuracy in predicting families’ over-indebtedness risk factors (89.5%). By
proposing an AutoML approach on over-indebtedness, our research adds both



theoretically and methodologically to current models of scarcity with important
practical implications for business research and society. Our findings also
contribute to novel ways to identify and characterize poverty risk in earlier stages,
allowing customized interventions for different profiles of over-indebtedness.
Keywords: over-indebtedness, poverty risk, economic austerity, credit control,
artificial intelligence, automated machine learning.

Mhlanga, D.

Artificial Intelligence (Al) and Poverty Reduction in the Fourth Industrial
Revolution (4IR) Il Preprints, 2020, 2020090362 (doi:
10.20944/preprints202009.0362.v1).

URL.: https://www.preprints.org/manuscript/202009.0362/v1

Abstract. Though the share of the world population living in extreme poverty
declined to 10 percent in 2015, from 16 percent in 2010 and 36 percent in 1990,
data shows that the world is not on track in achieving the target of less than 3
percent of people living in extreme poverty by 2030. Hence the study sought to
investigate the influence of Al on poverty reduction. Using content analysis one of
the unobtrusive research techniques, the study found out that, the availability of
relevant data is making Al be able to deliver value to humanity and Al has a strong
influence on poverty in areas of relevant data collection through poverty maps, its
ability to revolutionize agriculture, education, and the financial sector through
digital financial inclusion. The study also discovered that many countries
especially developing nations are not collecting as much data to identify the
number of poor people and the regions where these people are located. However,
the existence of Al is assisting to change this, or instance the study discovered that
the research team at Stanford University is using satellite images to provide an
alternative to map poverty, to identify the regions where poverty is more
concentrated. Also, various robotics and Al programs such as Google and Stanford
University’s Sustainability and Artificial Intelligence Lab, are coming forth with
Al programs in agriculture which are doing a lot to improve farming, through the
identification of diseases, prediction of crop yields, and location of areas prone to a
scarcity among several other notable signs of progress in education. Therefore, the
study recommends that governments, development institutions and other
organizations that are striving to fight poverty to invest more in Al as well as
adopting and scaling up its use as it presents benefits in the quest to ensure that
poverty is reduced.

Keywords: artificial intelligence, fourth industrial revolution, poverty.

Knouxkos, B.B.

HMckyccTBEHHBIA HHTEJIEKT M HU(PPOBasi IKOHOMHUKA . COUUAIbHbIEC aCTIEKThI
Il Mamepuanvr 1-ui Medcoynapoonoii  Hay4HO-npaxmuyeckou KoH@pepeHyuu.
T'ocyoapcmeennviii ynusepcumem ynpasenenus “‘Lllaz 6 6yoywee: uckyccmeenmwiii

unmennekm u yugposas sxonomuxa’, 2017, 26-33.
URL :https://www.elibrary.ru/item.asp?id=32772288 &pff=1




A”HoTanuda. Ilpoucxomsume W OXHAAEMbIE TEXHOJOTHYECKHE HW3MEHEHHUS
HaIpaBJIE€Hbl HA 3aMEHY YEJIOBE€Ka BO MHOTHMX IPOM3BOJACTBEHHBIX mporeccax. C
OJIHOM CTOPOHBI, 3TO CHIXKAET TPYJOEMKOCTh OOLIECTBEHHOTO TPOU3BOJICTBA, HO, C
IPYroM CTOPOHBI, MOXKET BbI3BATh 3HAYMTEIIBHOE CHUKEHUE POJIM KUBOTO TPY/Ia B
HPKOHOMHKE, POCT 0e3paboThllbl M COLMANBHOTO paccioeHusi. B pabote
[peyIaraeTcs NOAXO0J K aHajlu3y COOTBETCTBYIOIIUX PUCKOB U OIPEICICHUIO
couuanbHO A(P(PEKTUBHBIX MMyTEeH MHHOBAIIMOHHOTO pa3BUTUS TEXHOJIOTH.
KiioueBbie ciioBa: poOOTH3AIMS, TPYIOEMKOCTh, IPOTPECC, PUCKHU, PACCIOCHHE.

Mellado, S.R., Blanco, L.M.T., Faundez, U.A., De La Fuente M. Hanns

Support to the learning of the Chilean tax system using artificial intelligence
through a chatbot // 38th International Conference of the Chilean Computer
Science Society (SCCC), 2019, 1-8, doi:10.1109/SCCC49216.2019.8966410.
URL.:https://ieeexplore.ieee.org/document/8966410

Abstract. Effective student learning has become a challenge for teachers in recent
years. In the case of the teaching of regulations related to corporate taxes, this
challenge is even greater due to the inclusion of external variables that hinder the
learning process, such as the high complexity of tax systems, the variability of
legislation, among others. In view of the above, different alternatives have been
provided to support the teaching process both outside and inside the classroom,
ranging from recreational activities to active learning. Artificial intelligence in the
last decade has begun to be used in different spheres, from image recognition to
decision making; thus, in this research the experience resulting from using artificial
intelligence through a chatbot to support the learning of the regulations related to
corporate taxes in the Chilean tax system will be appreciated. To this end, an
experiment was conducted with two sample groups, called experimental and
control groups, to a total of 34 students, where the results obtained are promising
in comparison with other methodologies.

Keywords: chatbot, finance, learning (artificial intelligence), education,
regulation, software.

Mellado-Silva, R., Faundez-Ugalde, A., Blanco-Lobos M.

Effective Learning of Tax Regulations using Different Chatbot Techniques //
Advances in Science, Technology and Engineering Systems Journal, 2020, 5(6),
439-446, doi:10.25046/aj050652

URL :https://astesj.com/v05/i06/p52/

Abstract. Teaching tax-related regulations have always been a challenge due to
the inclusion of external variables that hinder the learning process, such as the high
complexity of tax systems and legislation variability. Universities have sought
different alternatives to support the teaching process both outside and inside the
classroom, ranging from recreational activities to active learning. This article will
show the experience resulting from using a chatbot to support learning in



accounting students for the teaching of tax regulations related to the Chilean tax
system, comparing two types of tools, on the one hand, a free conversation chatbot
using natural language processing versus a rule-based chatbot driven by a decision
tree. The experimentation process was carried out with 50 higher education
students, divided into an experimental group and a control group, in two different
courses. The results obtained demonstrated in both cases greater effectiveness of
the use of the chatbot in learning the tax matter, both in the free conversation
chatbot where the experimental group obtained a 15.7% improvement versus the
control group that obtained a 1.05% improvement, as in the chatbot that applied
decision tree where the experimental group obtained a 32% improvement versus
the control group with 5.2%. Considering the complexity of the content in tax
matters and the little innovation in the existing teaching subjects in the area and
that the students improve learning using both chatbot tools compared to other
learning techniques, is considered a relevant contribution to teaching innovation.
Keywords: chatbot, tax learning, automation, decision tree.

05. IMoauTHKA, rocyiapcTBEHHOE YNIpaBJieHue, 6e30MacHOCTh

Hcnonb3oBaHNEe WHTEIUIEKTYATbHBIX  YCTPOHCTB B  memax  3¢h(HEKTUBHOTO
TrOCYyJIapCTBEHHOTO YOPABJICHUS — OJHO W3 TPUOPHUTETHBIX HAMpaBICHUN
COBPEMEHHOM MOJIMTUKHA. ABTOpaMH MPOAaHATM3UPOBAHO MPUMEHEHHE TEXHOJIOTHH
UCKYCCTBEHHOTO HWHTEIICKTa B cdepe BHYTPCHHEH W BHEIIHEH MOJIUTHUKU H
oOecricueHus HAIMOHAJIbHOW Oe3omacHOCTH. B 3TOM pasnene  aBTOpPHI
MpeACTaBIECHHBIX CTaTel pa30ouparoT npoodieMbl KHOEPOE30ImacCHOCTH, pa3padOTKU
ABTOHOMHBIX OOCBBIX CHCTEM, KOMIUICKCHOTO aHajM3a TEKYIIeH MUPOBOU
cuTyanuu B cdepe omnpeaesieHus TEpPCIEeKTHB W OMACHOCTEH TPUMCEHCHHS
texHojoruii I B BOOpY>KEHHBIX CuiaX U B cepe obOecneueHns] HallMOHAIBHOU
0€30MacHOCTH COBPEMEHHBIX TOCYIApPCTB. A TakKKe BBIJCISIIOTCS COIMAIbHBIC
PUCKH, CBS3aHHBIE C BHEAPEHUEM TEXHOJOTHH, OTPaHUYHMBAIONINX HEKOTOPHIC
rpaXJaaHCKWe TpaBa MW CBOOOABI, BOCHPHHMMAcMbIe YacTO KakK yrposa
COBPEMEHHOMY JIEMOKPATUYECKOMY yCTPOMCTBY OOIIIECTBA.

Lau, C.G., Haugh, B.A.

Megatrend Issues in Artificial Intelligence and Autonomous Systems. Institute
for Defense Analyses, 2018, 22 p.

URL :https://www.]stor.org/stable/resrep22645

Abstract. Megatrends are sustained developments that fundamentally impact
business, economy, society, cultures, and personal lives. Recent advances in
artificial intelligence (Al) will enable autonomous systems (AS), with far-reaching
implications in both the civilian sector and defense. Al-enabled robots will perform
difficult and dangerous tasks that require human-like intelligence. Self-driving cars
will revolutionize automobile transportation systems and reduce traffic fatalities.
Big-data analytics using Al techniques will make human-like decisions to improve
governmental social services, health care, criminal justice, and the environment,
Al-enabled autonomous robotic soldiers, aerial drones, and underwater and land



vehicles will perform military missions. These revolutionary technological
advances will have significant impacts on the economy, military, and society. We
are seeing a whole new generation of Al and AS that will change, in unforeseen
ways, how we live, work, play, and fight wars. However, for the public and
military to adopt Al and AS, society and military must have confidence that these
systems are trustworthy and safe. A number of important issues are awaiting
policymakers, including research and development, workforce development,
safety, cybersecurity, ethics, regulations, and automated warfare.

Keywords: artificial intelligence, security, risks, cybersecurity, autonomous
systems, impact.

Efthymiou Egleton, I-P., Efthymiou Egleton, T-W., Sidiropoulos, S.

Artificial Intelligence (Al) in Politics: Should Political Al be Controlled? //
International Journal of Innovative Science and Research Technology, 2020, 5(2).
URL :https://ssrn.com/abstract=3724567

Abstract. Artificial Intelligence is being applied in many areas of science,
technology, and everyday life. At the same time, a debate around its applications,
safety, and privacy is raging. In this paper, we explore Al and specifically Al and
its recent applications in politics, under the current Internet-run world, and major
points to be addressed in the future.

Keywords: artificial intelligence, politics, safety, ethics.

Helbing, D. et al.

Will Democracy Survive Big Data and Artificial Intelligence? In: Helbing D.
(eds) Towards Digital Enlightenment. Springer, Cham, 2019.

URL :https://doi.org/10.1007/978-3-319-90869-4 7

Abstract. We are in the middle of a technological upheaval that will transform the
way society is organized. We must make the right decisions now.

Enlightenment is man’s emergence from his self-imposed immaturity. Immaturity
Is the inability to use one’s understanding without guidance from another.

— Immanuel Kant, “What is Enlightenment?” (1784).

Keywords: intelligent beings, automatic control strategy, cybernetic loop,
applicable data protection law, collective intelligence.

Nemitz P.

Constitutional democracy and technology in the age of artificial intelligence //
Philosophical Transactions of the Royal Society A, 2018, 376(2133).

URL :https://doi.org/10.1098/rsta.2018.0089

Abstract. Given the foreseeable pervasiveness of artificial intelligence (Al) in
modern societies, it is legitimate and necessary to ask the question how this new
technology must be shaped to support the maintenance and strengthening of
constitutional democracy. This paper first describes the four core elements of



today's digital power concentration, which need to be seen in cumulation and
which, seen together, are both a threat to democracy and to functioning markets. It
then recalls the experience with the lawless Internet and the relationship between
technology and the law as it has developed in the Internet economy and the
experience with GDPR before it moves on to the key question for Al in
democracy, namely which of the challenges of Al can be safely and with good
conscience left to ethics, and which challenges of Al need to be addressed by rules
which are enforceable and encompass the legitimacy of democratic process, thus
laws. The paper closes with a call for a new culture of incorporating the principles
of democracy, rule of law and human rights by design in Al and a three-level
technological impact assessment for new technologies like Al as a practical way
forward for this purpose.

Keywords: artificial intelligence, ethics, rule of law, digital power, Ilaw,
democracy, GDPR.

Allan, D.

Global politics and the governance of artificial intelligence // Journal of
International Affairs, 2018, 72(1), 121-126.

www.jstor.org/stable/26588347

Abstract. The Governance of Artificial Intelligence (Al) Program at the University
of Oxford’s Future of Humanity Institute focuses on the political challenges
associated with rapid development of artificial intelligence. The Journal of
International Affairs spoke to Allan Dafoe, the Director of the Al Program, about
the Al governance problem, the risks and challenges involved, and the role that
governments and the private sector will have in establishing a comprehensive Al
governance framework.

Fatima, S., Desouza, K.C., Dawso,n G.S.

National strategic artificial intelligence plans: A multi-dimensional analysis //
Economic Analysis and Policy, 2020, 67,178-194.

URL :https://doi.org/10.1016/j.eap.2020.07.008

Abstract. Nations have recognized the transformational potential of artificial
intelligence (Al). Advances in Al will impact all facets of society. A spate of
recently released national strategic Al plans provides valuable insights into how
nations are considering their future trajectories. These strategic plans offer a rich
source of evidence to understand national-level strategic actions, both proactive
and reactive, in the face of rapid technological innovation. Based on a
comprehensive content analysis of thirty-four national strategic plans, this article
reports on (1) opportunities for Al to modernize the public sector and enhance
industry competitiveness, (2) the role of the public sector in ensuring that the two
most critical elements of Al systems, data and algorithms, are managed
responsibly, (3) the role of the public sector in the governance of Al systems, and


http://www.jstor.org/stable/26588347

(4) how nations plan to invest in capacity development initiatives to strengthen
their Al capabilities.

Keywords: artificial intelligence, strategic plans, technological innovation, public
agencies, autonomous systems, intelligent systems, science and technology policy.

Sharma, G. D., Yadav, A., Chopra, R.

Artificial intelligence and effective governance: A review, critique and
research agenda // Sustainable Futures, 2020, 2, 100004.

URL :https://doi.org/10.1016/j.sftr.2019.100004

Abstract. The paper provides an overview of how Artificial Intelligence (Al) is
applied in different government sectors. Our methodology is based on a systematic
review of 74 papers retrieved from Web of Science and Scopus databases. We find
that the extant literature is less focused on healthcare, ICT, education, social and
cultural services, and fashion sector; while ignoring the practical implementation
of Al in these sectors. We present an organizing framework stating different areas
related to governance and throws light on research gaps in the extant literature that
can be further worked upon for promoting the research in digital governance.
Keywords: artificial intelligence, environmental sustainability, governance,
policy-making, public administration, ICT.

Vesnic-Alujevic, L., Nascimento, S., Pélvora, A.

Societal and ethical impacts of artificial intelligence: Critical notes on
European policy frameworks // Telecommunications Policy, 2020, 44(6),
101961.

URL :https://doi.org/10.1016/j.telpol.2020.101961

Abstract. This paper offers a critical review on conditions and impacts of Al/ML
in society, with a dedicated overview of the European Al policy framework.
Through the analysis of policy papers produced by European institutions, European
national governments and other organisations situated between research and
policy-making, we bring an overarching outlook of key ethical and societal issues
currently under discussion at the intersection of European policy agendas and
recent literature on the topic. Our findings show that 21 analysed documents look
both at individual and societal impacts, with their understanding generally aligned
in calls for more responsibility, accountability, transparency, safety or trust.
Furthermore, our findings also point to the necessity of more integrated approaches
between governments, industry and academia stakeholders, and above all, to the
need of applied multidisciplinary frameworks, supported by both anticipatory
outlooks and public engagement exercises able to tackle the often excessive
technicality of the debate.

Anexcees P.A.
HckyccTBeHHBI HMHTEJVIEKT Ha cJyx0e rocygapcrsa. aprymMeHTbl ''3a" u
"mporuB"* // JKypnan nonumuueckux uccnedosanuii, 2020, 4(2), 58-69.



URL:https://elibrary.ru/item.asp?id=43090688

AHHOTanusa. Llenpro cTaTbu SBIAETCA BBISIBJICHHE JIOCTOWHCTB BHEIPEHHUS
HCKYCCTBEHHOTO MHTEJJIEKTA B TOCYAAPCTBEHHYIO chepy U MOTCHIIMAIBHBIX YTPO3
€ro UCIOJIb30BaHMs Ha MPUMEpe CTpaH-TUAepoB B nanHOM obnactu - CIIA, Kuras
u BenukoOputanuu. B KkauecTBe OCHOBHBIX W30paHbl TaKHE€ METObI
UCCIEOBAaHUs, KakK Keilc-ctaim W KomnapatuBucThka. C KX [OMOUIBIO
MIPOAHAIIM3UPOBAHO MPUMEHEHUE TEXHOJIOTUA HMCKYCCTBEHHOIO HWHTEIJIEKTa B
chepe TMOJUTUKH U TOCYJAPCTBEHHOTO YIpaBJEHHWs, BHYTPEHHEH M BHEIIHEH
MOJIMTUKA U OOECMeUYeHUs HaIlMOHAJIbHOM O0€30MacHOCTU. YKa3zaHbl Lelu
WCIIOJIb30BAHUSI ~ TEXHOJIOTMA  HMCKYCCTBEHHOI'O  MHTEIJIEKTa BO  BJIACTHO-
yopaBieH4YecKkoi cdepe pa3HbIX cTpaH. PaccMoTpeHbl cdepbl npuMeHEHUs
TEXHOJIOTUM MCKYCCTBEHHOro wuHTe/iekTa. OtMeueHa ponb HanuonanbHON
CTpaTeruu pa3BUTHUSI UCKYCCTBEHHOTO MHTeIiekTa B Poccuu, npunsroi B 2019 r.
CdopmynupoBaHbl apryMEHTHI «3a» U «IPOTUB» MPUMEHEHHS] HCKYCCTBEHHOIO
uHTeIuIekTa. KoOHCTaTthpyercs, 4YTO B HACTOSIIEE BPEMSI HCKYCCTBEHHBIN
MHTEJUIEKT CTaJl HEOThEMIJIEMBIM 3JIEMEHTOM T'OCYAAPCTBEHHOTO U OOIIECTBEHHOTO
pasButusi. Co BpeMeHEeM OH TOJIBKO OyJeT HabupaTh 00OpPOTHI U B OYEPETHOMN pa3
CTAHOBUTHCSI TEMOW I JAUCKYCCHUWA YUYEHBIX, IOJIUTUKOB U OOIIECTBEHHBIX
nesTened, TaK KaK TEXHOJOTHMH MCKYCCTBEHHOTO MHTEIUIEKTa IOCTEIEHHO
CTAHOBSITCS YaCThIO KU3HHU COLIMYMA.

KiroueBble c10Ba: MCKYCCTBEHHBI HMHTEIUIEKT, OOThI, MAalTMHHBIE TEXHOJIOTHH,
CTpaTerusi pa3BUTUSI MCKYCCTBEHHOI'O MHTEJUIEKTa, MHPOPMAIMOHHOE OOILECTBO,
artificial intelligence, bots, machine technologies, artificial intelligence
development strategy, information society.

I'opoxoga, C.C.

HcKkycCTBeHHBI MHTEJIEKT B KOHTEKCTe o0ecredeHusl HAIMOHAJIbHOM
oesomacnoctn /| Hayuonanonas 6esonacuocms, 2020, 3, 15-31, doi:
10.7256/2454-0668.2020.3.33465

URL:https://nbpublish.com/library read article.php?id=33465

AnHoranms. [IpeaqMeroM wHccieoBaHUS SBISIIOTCS HauOOJee IEepPCIICKTUBHBIC
TEXHOJIOTHYECKUE PENICHUSI C HCIIOJIb30BAHWEM HMCKYCCTBEHHOTO HWHTEJUIEKTA U
MHPOBBIE TPEHJIbI MX HCIMOJIb30BaHUS BOOPYKEHHBIMH CHJIAMU TEXHOJIOTUYECKU
MepE/IOBBIX TOCYJAPCTB MUpPa. BBIABIAIOTCA OCHOBHBIC HAMPABICHUS MIPUMEHEHUS
texHonorut MW psapom crtpaH, B ToM umcie u Poccuiickont dDepepanuen.
[Ipobnema  wWcciemoBaHUsT  3aKIOYaeTCss B HEJAOCTAaTOYHOM  CTENEHHU
cOQIAaHCUPOBAHHOCTH TOAXOJa K MPUMEHCHHIO TEXHOJOTHYECKHX PEIICHUH Ha
ocHoBe MU, ompenensieMoro mOBBIIMIEHHONW CTENEHBIO OMACHOCTH MCMHOJIb30BaHUSA
MCKYCCTBEHHBIX MHTEJUICKTYaJIbHBIX CHUCTEM [jIsi oOecredeHus: 0€30MacHOCTU U
00OpOHBI TOCYAAPCTB, C OJHOW CTOPOHBI, © HEBO3MOXKHOCTBIO OTKa3a OT HMX Ha
COBPEMEHHOM 3Tare B CUITYy UMEIOIIUXCA MEKITYHAPOAHBIX TEHACHIIUN — C IPYTrOi.
Hayunasi HOBU3HA pabOTHI 3aKJIIOYAETCS B MOIMBITKE MPOBEACHUS KOMIUIEKCHOTO
aHalii3a TEKyIIeW MHUPOBOM CHTyaluu B cdepe OmpeaelieHHs MEPCIEeKTUB WU



omacHocTeil mpuMeHeHus TexHosnoruid MM B BoopyxkeHHBIX cuiax U B cdepe
oOecrieueHUsl HAIMOHAIBHOM OE€30MaCHOCTH COBPEMEHHBIX TocyaapcTB. B
KaueCTBE OCHOBHBIX BBIBOJIOB pa0OTHI MOXKHO OTMETUTH cieayroniee. TexHonoruu
NN saBastorcss HauOosiee TMEPCHEKTHUBHBIM — HAIMPAaBICHHEM ME€PEOCHAIICHUS
BOOPY>KCHHBIX CWJI BEAYIIMX BOCHHBIX JEP’KaB COBpEMEHHOro mmpa. PazpaboTku
BEIyTCS B PAa3IMYHBIX HAMNpPAaBICHUAX, BapbUPYIONIMXCS OT OECHHIOTHBIX
TPAHCIIOPTHBIX CPEACTB /10 CMEPTEIBbHOIO0 aBTOHOMHOTO Opykus. CrHenuaiucTsl
OTMEYAIOT KAK SIPKO BBIPAXKEHHBIE MOJIOKHUTEIbHBIE MEPCIIEKTUBBI UCIIOIb30BaHUS
NN B chepe obecniedeHuss HAIMOHAIBHOM OE30MACHOCTH, TaK U BO3MOXKHBIC
HETAaTUBHBIE MOCIEICTBUS OT €r0 UCIIOIb30BAHUS.

KiioueBble ¢jI0OBa: HUCKYCCTBEHHBIM  WHTEUIEKT, poOOT, OECHuioTHOE
TPAHCIOPTHOE CPEACTBO, CMEPTEIbHOE ABTOHOMHOE OpYXXHE, HAIlMOHAJIbHAS
0€30MacHOCTb, BOOPYKEHHBIE  CHUJIbI, O00OpOHa, PO, HHPOPMAIIMOHHAS
0€30I1aCHOCTh, aKTUBHAs 0€30I1aCHOCTb.

Verhelst, H.M., Stannat, A.W., Mecacci, G.

Machine Learning Against Terrorism: How Big Data Collection and Analysis
Influences the Privacy-Security Dilemma // Science and Engineering Ethics,
2020, 26, 2975-2984.

URL :https://doi.org/10.1007/s11948-020-00254-w

Abstract. Rapid advancements in machine learning techniques allow mass
surveillance to be applied on larger scales and utilize more and more personal data.
These developments demand reconsideration of the privacy-security dilemma,
which describes the tradeoffs between national security interests and individual
privacy concerns. By investigating mass surveillance techniques that use bulk data
collection and machine learning algorithms, we show why these methods are
unlikely to pinpoint terrorists in order to prevent attacks. The diverse
characteristics of terrorist attacks — especially when considering lone-wolf
terrorism — lead to irregular and isolated (digital) footprints. The irregularity of
data affects the accuracy of machine learning algorithms and the mass surveillance
that depends on them which can be explained by three kinds of known problems
encountered in machine learning theory: class imbalance, the curse of
dimensionality, and spurious correlations. Proponents of mass surveillance often
invoke the distinction between collecting data and metadata, in which the latter is
understood as a lesser breach of privacy. Their arguments commonly overlook the
ambiguity in the definitions of data and metadata and ignore the ability of machine
learning techniques to infer the former from the latter. Given the sparsity of
datasets used for machine learning in counterterrorism and the privacy risks
attendant with bulk data collection, policymakers and other relevant stakeholders
should critically re-evaluate the likelihood of success of the algorithms and the
collection of data on which they depend.

Keywords: privacy-security dilemma, mass surveillance, metadata collection,
machine learning, national security.



Zachary, D.

Artificial Intelligence on the Battlefield: Implications for Deterrence and
Surprise // PRISM, 2019, 8(2), 114-131.

URL :https://www.jstor.org/stable/26803234

Abstract. Predicting the future of technology is a risky business. We know with
certainty that Al is being incorporated into an array of military missions with the
intent of improving our knowledge of the operational environment, adversary
capabilities, and the speed and precision of offensive and defensive weapons. We
can usefully speculate about how these developments are poised to change the face
of modern warfare and how those changes might affect regional and strategic
deterrence stability, based on our understanding of established political and
military realities. More elusive, however, is a clear picture of how Al might
converge with other technologies to produce unexpected outcomes, or "unknown
unknowns." Nevertheless, there are a few possibilities that could have major
strategic consequences and alter the underlying realities on which regional and
strategic stability are founded.

Keywords: military implications, artificial intelligence, weapons, army, security.

Hurley, J.S.

Enabling Successful Artificial Intelligence Implementation in the Department
of Defense // Journal of Information Warfare, 2018, 17(2), 65-82.

URL :https://www.]stor.org/stable/26633155

Abstract. The Pentagon sees Artificial Intelligence (Al) as a key enabler of future
military operations. However, to secure the potential promise of Al, the
Department of Defense (DoD) must address a number of challenges including
technological diversity, cultural silos, and insufficient skillsets. The onset of what
is perceived to be the next global “arms’ race will position ’the winner’ as the top
superpower that could define and dictate future directions and priorities across the
globe. One of the key areas of concern is in the area of cyber—the next major
cyberattack is predicted to involve Al systems. There is growing concern that
cyberattacks that utilise Al will be more efficient, more powerful, and more
damaging in their impact. As a result, there is a great deal of concern among senior
leaders on how to best position the DoD for the inevitable threats and expected
attacks. This paper focuses on ways in which the DoD can use Al to better position
itself for cyber events and challenges in the future.

Keywords: artificial intelligence, cyberattack, DoD, arms, military operations.

Franke, U.E.

Not smart enough: the poverty of European military thinking on artificial
intelligence. European Council on Foreign Relations, 2019, 21 p.

URL :https://www.jstor.org/stable/resrep21650

Abstract. There is currently too little European thinking about what artificial



intelligence means for the military. Al experts tend to overlook Europe, focusing
on the US and China. But Al will play an important role for Europe's defence
capabilities, and its funding and development decisions will influence the future of
military Al.

France and Germany stand at opposite ends of the Al spectrum in Europe: France
considers Al a part of geopolitical competition and shows clear interest in military
Al, while Germany sees Al only as an economic and societal issue. The new
European Commission's stated goal of achieving "European technological
sovereignty" should lead it to include engagement on the topic of military Al, and
help EU member states harmonise their approaches. Failing to coordinate properly
in this area could threaten future European defence cooperation, including PESCO
and the European Defence.

Keywords: European Union, military, artificial intelligence, technological
sovereignty.

Fiott, D., Lindstrom, G.

Artificial Intelligence: What implications for EU security and defence?
European Union Institute for Security Studies (EUISS), 2018, 8 p.

URL :https://www.jstor.org/stable/resrep21476

Abstract. Artificial Intelligence enabled platforms will take time to mature, so Al
will remain a strategic enabler for the time being. Before Al reaches a more
substantial level of autonomy, human operators will continue to exert control over
Al-enabled systems and technologies.

Although Al could enhance the EUs Common Security and Defence Policy, a
number of unintended legal, ethical and operational consequences could occur. The
implications of Al for EU security and defence are largely unknown, but it could
help the EU enhance its security and defence threat and risk detection, protection
and preparation capabilities, as well as improve the Union's defence production
capacities.

While the EU is collectively one of the world leaders on academic research about
Al, more attention is needed on translating basic research into applied research and
innovation in the civil and defence sectors.

Keywords: artificial intelligence, security, European Union, defence.

Kasapoglu, C., Kirdemir, B.

Wars of none: Artificial intelligence and the future of conflict. Centre for
Economics and Foreign Policy Studies, 2019, 26 p.

URL :https://www.]stor.org/stable/resrep21050

Abstract. The first part of the report explains why the current artificial intelligence
(Al) and robotics development are likely to exacerbate a Cambrian Explosion' that
brought about an unprecedented bio-diversity to the Earth millions of years ago.
The second part assesses near-term policy implications of the Al revolution. The
third part sheds light on geopolitics of artificial intelligence' and the new great



power competition in this respect. The fourth part presents in depth analysis of the
evolving characteristics of armed conflict and the future of warfare precipitated by
Al-enabled technologies and concepts. This section divides the battle-opace of
network-centric warfare into physical, informational, and cognitive battlefield, and
explores each part's interaction with artificial intelligence. The fifth part focuses on
the transatlantic alliance's Al agenda and future security environment in which
allied leaders will have to operate.

Keywords: artificial intelligence, military forces, geopolitics, robotics
development, armed conflict.

Hunter, A.P., Sheppard, L.R., Karlen, R., Balieiro, L.

Artificial intelligence and national security: the importance of the Al
ecosystem. Center for Strategic and International Studies (CSIS), 2018, 78 p.
www.stor.org/stable/resrep22492

Abstract. Artificial intelligence has profound potential to affect the balance of
power in both the global economy and in military competition. While Al has a long
his- tory, Al has begun to deliver results within the last decade, particularly with
the recent rapid progress in machine learning and the increased availability of data
and computing power. As impactful as the recent progress has been, Al remains
highly problem-specific and context-dependent. It has proven extremely
challenging to translate the progress in some fields to others, even those that are
closely related.

This study presents the key steps to be taken to facilitate the successful integration
of Al into national security applications based on an accurate understanding of
where the Al field currently stands and what key factors are involved in successful
Al adoption and management.

Keywords: artificial intelligence, national security, Al adoption, integration.

Swelijs, T.

Artificial Intelligence and Its Future Impact on Security. Hague Centre for
Strategic Studies, 2018, 8 p.

URL :https://www.jstor.org/stable/resrep19348

Abstract. The past few years there has been rapid progress in various fields that
are generally identified under the header of Artificial Intelligence or Al. That
progress has largely taken off because of advances in deep learning based on
neural network pattern recognition. These advances have been driven by a
combination of massive investment from predominantly private actors in Al,
persistent increases in computing power, and the availability of large datasets. Al
is predicted to radically disrupt and transform industries, labor markets and
societies.

Keywords: artificial intelligence, security, actors, data, influence, risks.
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Modern conflict and artificial intelligence
Centre for International Governance Innovation, 2021, 60 p.
www.jstor.org/stable/resrep27510

Abstract. Policy makers around the world are leaning on historical analogies to try
to predict how artificial intelligence, or Al-which, ironically, is itself a prediction
technology- will develop. They are searching for clues to Inform and create
appropriate policies to help foster innovation while addressing possible security
risks. Much in the way that electrical power completely changed our world more
than a century ago - transforming every industry from transportation to health care
to manufacturing — Al’s power could effect similar, if not even greater, disruption.
Whether it is the "next electricity or not, one fact all can agree on is that Al is not a
thing in itself. Most authors contributing to this essay serien focus on the concept
that Al is a general- purpose technology-or GPT-that will enable many applications
across a variety of sectors. While Al applications are expected to have a
significantly positive impact on our lives, those same applications will also likely
be alused or manipulated by bad atorn. Setting rules at both the national and the
international level - in careful consultation with industry - will be crucial for
ensuring that Al offers new capabilities and efficiencies safely.
Keywords: artificial intelligence, security, conflict, impact, risks

Franke, U.
Harnessing artificial intelligence. European Council on Foreign Relations, 2019,

9p.
URL:https://www.|stor.orqg/stable/resrep21491

Abstract. Artificial intelligence is impossible to disregard - it is set to transform
society, the economy, and politics. Europe has not yet taken all the steps it needs
benefit from these advances or to protect itself from Al's potentially dangerous
aspects. The US, China, and Russia are alert to Al's power to change modem
warfare: they grasp the geopolitics of Al and may pursue techno-nationalist
agendas in recognition of this. Europe can develop sovereignty in Al by beefing up
the talent, data, and hardware it draws on; and as a "regulatory superpower" it can
set standards the rest of the world will have to follow. If Europe does not address
these difficult questions soon it will find itself surrounded by more powerful rivals
deploying Al against it.

Keywords: artificial intelligence, European Union, geopolitics, risks, impact,
implementation.

Bunosateix, A.B.

HckyccTBeHHBIT MHTE/UIEKT Kak (pakTop BOeHHOW moauTuku Oyaymero //
IIpobaemvr nayuonanvrou cmpameeuu, 2019, 1(52), 177-192.

URL :https://www.elibrary.ru/item.asp?id=37031019

AnHoTamus. Ha Tekymuii MOMEHT MOTEHIIHAI UCKyCcCTBeHHOTO nHTeInIekTa (M)


http://www.jstor.org/stable/resrep27510

JI0 KOHIIa HE PAaCKpPBIT, HO €ro YK€ ceiluac Ha3bIBAIOT 'HOBBIM 3JIEKTPUUYECTBOM .
Oxwupaercs, uro TexHomoruu WM m1O3BOAAT yKpenuTh HAOMOHAIBHYIO
0e30macHOCTh, HapacTuTh A(P(GEKTUBHOCTH MHOTHX CEKTOPOB 3KOHOMHKH,
MOBBICUTH YPOBEHb OJarococTosiHUS HaceneHus. OTHOBPEMEHHO € MPOPBIBHBIMU
pa3paboTKaMH B OTIENbHBIX OTPACISIX Pa3BUTHE HCKYCCTBEHHOTO MHTEIIEKTa
OyZAeT, BUIUMO, COPOBOXKIATHCS U YBEJIIMUEHUEM PUCKOB. YUEHbBIE YKA3bIBAIOT HA
BEPOSATHOCTh MepeopMaTUpOBaHUsl pBIHKA TPYyJAa, CHMXKEHUS 4YEJIOBEYECKOIO
KOHTPOJISL 3a MPUHATHEM PELIEHUH, BOSHUKHOBEHUSI HOBOW NOHKHM BOODPY)XEHUH U
mp.

O603HaueHHbIE 00CTOSTEIHCTBA HEU30EKHO CIPOBOLUPYIOT U3MEHEHHE MO3UIUN
rOCyJapCTB Ha MEXIYHapoJHOW apeHe U, COOTBETCTBEHHO, YCHJICHHE
KOHKYPEHTHOU OOpbObl MEX]y HOBBIMU M YK€ YTBEPAMBIIMMHCS 'LIEHTpaMU
cwibl. B 1aHHOW CBSI3W MpEACTaBISIETCS BaXXHbIM OOpAaTUTh BHUMAHUE Ha
pa3BUTHE TEXHOJIOTMI HCKYCCTBEHHOI'O MHTEIJIEKTa Kak (PakTopa, CrocoOHOro
CYLIECTBEHHBIM 00pa3oM IOBIUATh HAa F€ONOJUTUYECKHE MPOLECChl OyIylIero, B
YaCTHOCTHU Ha MEPCIEKTUBBI BOGHHOIO JENA.

KiroueBble €10Ba: TEXHOJOTMH W UCKYCCTBEHHBIM HMHTEIJIEKT, BOEHHOE JIEJO,
oe3onacHocts, CIIIA, Kutaili, MUpoBO€ rocrnocTBo.

Tadapaneni, N.R.

Artificial Intelligence Security and Its Countermeasures // International
Journal of Advanced Research in Computer Science & Technology, 2020.

URL :https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3553065

Abstract. Artificial intelligence is a leading technology that helps companies to
manage complex tasks effectively and enhance the level of productivity. In this
generation, many business communities are using Al-based networks for
enhancing organizational performance but they are also facing security risks and
threats. Security and privacy both are major concerns linked with the Al
technology that impact on the privacy of data and lead hacking issues. This
proposed research focuses on the security issues of Al technology and evaluated
effective countermeasures for enhancing the privacy of data. There are various
methodologies adopted including qualitative design, inductive approach, content
analysis method and many more. The conducted literature search helped to solve
research questions and obtain reliable information about artificial intelligence
security. It is found that a lack of awareness and unauthorized networks are major
factors that lead to malware and DoS related attacks in the Al networks. Therefore,
it is suggested that companies should implement firewall and encryption based
networks for protecting data against malware signals and provide complete training
to the employees while using Al-based networks.

Keywords: artificial intelligence, security issues, malware, firewall, encryption.

Qi, M., Tang W.



Analysis on Artificial Intelligence Security and Its Countermeasures //
Proceedings of the 3rd International Conference on Contemporary Education,
Social Sciences and Humanities (ICCESSH 2018).
URL:https://doi.org/10.2991/iccessh-18.2018.242

Abstract. The rapid development of artificial intelligence technology has aroused
widespread concern about its security. The artificial intelligence may surpass
human intelligence, and it is very necessary to study the security of artificial
intelligence. Viewing from the internal approach to solve the security problem of
artificial intelligence, we have ethical design at least, limited scope of application,
limited degree of autonomy and intelligence, and so on. From the perspective of
external approach, we should emphasize the social responsibility of scientists and
international cooperation. It should guide people to accept artificial intelligence, as
well as the way of safety evaluation and management of artificial intelligence.
Only by taking practical and effective measures to ensure the safety of artificial
intelligence can it bring happiness to human beings instead of harm.

Keywords: artificial intelligence; security; solving ideas.

Bazarkina, D.Yu., Pashentsev, Y.N.

Artificial Intelligence and New Threats to International Psychological
Security // RUSSIA IN GLOBAL AFFAIRS, 2019, 17(1), 147-170,
doi:10.31278/1810-6374-2019-17-1-147-170
URL.:https://eng.qglobalaffairs.ru/wp-content/uploads/2020/02/19993.pdf

Abstract. This article analyzes new threats to international psychological security
(IPS) posed by the malicious use of artificial intelligence (MUAI) by aggressive
actors in international relations and discusses international terrorism as such an
actor. Compared with the positive applications of Al, MUAI as related to security
threats is @ much less studied area. This study is based on a system analysis. To
identify the MUAI-related threats terrorist organizations pose, the authors actively
used scenario analysis and, in particular, case analysis.

Keywords: big data, artificial intelligence, Internet, terrorism, sophisticated
technologies.

Johnson, J.

Artificial intelligence & future warfare: implications for international security
/I Defense & Security Analysis, 2019, 35(2), 147-1609.

URL :https://www.tandfonline.com/doi/abs/10.1080/14751798.2019.1600800

Abstract. Recent developments in artificial intelligence (Al) suggest that this
emerging technology will have a deterministic and potentially transformative
influence on military power, strategic competition, and world politics more
broadly. After the initial surge of broad speculation in the literature related to Al
this article provides some much needed specificity to the debate. It argues that left
unchecked the uncertainties and vulnerabilities created by the rapid proliferation



and diffusion of Al could become a major potential source of instability and great
power strategic rivalry. The article identifies several Al-related innovations and
technological developments that will likely have genuine consequences for military
applications from a tactical battlefield perspective to the strategic level.

Keywords: artificial intelligence, international security, US-China relations, future
warfare.

Hoadley, D.S., Lucas, N.J.

Artificial Intelligence and National Security. CRS Report. Congressional
research service, 2018, 42 p.

URL :https://a51.nl/sites/default/files/pdf/R45178.pdf

Abstract. Artificial Intelligence (Al) is a rapidly growing field of technological
development with potentially significant implications for national security. As
such, the U.S. Department of Defense (DOD) is developing Al applications for a
range of military functions. Al research is underway in the fields of intelligence
collection and analysis, logistics, cyberspace operations, command and control,
and a variety of military autonomous vehicles. Al applications are already playing
a role in operations in Iraq and Syria, with algorithms designed to speed up the
target identification process. Congressional action has the potential to shape the
technology’s trajectory, with fiscal and regulatory decisions potentially influencing
growth of national security applications and the standing of military Al
development versus international competitors.

Keywords: artificial intelligence, security, DoD, international competition, impact.

Khisamova, Z.1., Begishev, I.R., Sidorenko, E.L.

Artificial Intelligence and Problems of Ensuring Cyber Security //
International Journal of Cyber Criminology, 2019, 13(2), (Jul-Dec 2019), 564-
577, doi:10.5281/zenodo0.3709267
URL:https://search.proguest.com/openview/a0f125d3f2115d338e180961818a409d
[1?pg-origsite=gscholar&cbl=55114

Abstract. The active use of artificial intelligence leads to the need to resolve a
number of ethical and legal problems. The ethical framework for the application
and use of data today is highly blurred, which poses great risks in ensuring data
confidentiality. In the article, the authors analyzed in detail the main problems in
the field of cybersecurity in connection with the active use of Al. The study
identified the main types of criminological risks associated with the active
implementation of Al. By a separate question, the authors investigated the issues of
bringing to responsibility and compensation for damage caused by Al. The authors
argue the position about the need to recognize Al as a source of increased danger.
It is proposed to use the legal fictitious as a method in which a particular legal
personality of Al can be perceived as a non-standard legal position, different from
reality.



Keywords: artificial intelligence, machine learning, criminological risks, the risks
of the use of artificial intelligence, threat of use of artificial intelligence, ethical
Issues, cyber security.

®enopuenko, C.H.

3Haqune HCKYCCTBCHHOI'0 HHTCJIJICKTA IJHA INOJTUTHYIECCKOI0 pe;KUMa Poccuu:
npooéjeMbl JIETUTUMHOCTH, HWH(OPMANMOHHON 0€30MACHOCTH M <MATKOH
cudibl» /| Becmuux Mockoecko2o 2ocyoapcmeenno2o obiacmmuo2o yHusepcumemd.
Cepus: Ucmopus u norumuueckue nayku, 2020, 1, 41-53.

URL :https://cyberleninka.ru/article/n/znachenie-iskusstvennogo-intellekta-dlya-
politicheskogo-rezhima-rossii-problemy-legitimnosti-informatsionnoy-
bezopasnosti-i-myagkoy

AnHorauus. ey ucciegoBaHus — KOMIUIEKCHBINM aHAIU3 MEPCIEKTUB U YIPo3
TEXHOJIOTUM  UCKYCCTBEHHOIO HWHTEIJIEKTa Il  MOJMTHYECKOro  pexuMa
coBpeMeHHOM Poccum, OCMBICIEHME TECHOW  B3aUMOCBSI3M  TEXHOJIOTHH
HUCKYCCTBEHHOIO  HHTEIJIEKTa C  JICTHTUMHOCTbIO U MH(OpMalMOHHOU
0€30MaCHOCTHIO MOJUTUYECKOTO PEKUMA.

KiioueBble ¢j10Ba: NCKYCCTBEHHBI MHTEIUICKT, MH(OpMaIIMOHHAsT O€30TacHOCTb,
Poccus, «msarkas cuma», MOJTUTHYECKUN PEKHUM, JISTUTUMHOCTD.

Jachim, P., Sharevski, F., Pieroni, E.

TrollHunter2020: Real-time Detection of Trolling Narratives on Twitter
During the 2020 U.S. Elections // IWSPA '21: Proceedings of the 2021 ACM
Workshop on Security and Privacy Analytics, April 2021, 55-65.
URL:https://doi.org/10.1145/3445970.3451158

Abstract. This paper presents TrollHunter2020, a real-time detection mechanism
we used to hunt for trolling narratives on Twitter during and in the aftermath of the
2020 U.S. elections. Trolling narratives form on Twitter as alternative explanations
of polarizing events with the goal of conducting information operations or
provoking emotional responses. Detecting trolling narratives thus is an imperative
step to preserve constructive discourse on Twitter and remove the influx of
misinformation. Using existing techniques, the detection of such content takes time
and a wealth of data, which, in a rapidly changing election cycle with high stakes,
might not Dbe available. To overcome this limitation, we developed
TrollHunter2020 to hunt for trolls in real-time with several dozen trending Twitter
topics and hashtags corresponding to the candidates' debates, the election night,
and the election aftermath. TrollHunter2020 utilizes a correspondence analysis to
detect meaningful relationships between the top nouns and verbs used in
constructing trolling narratives while they emerge on Twitter. Our results suggest
that the TrollHunter2020 indeed captures the emerging trolling narratives in a very
early stage of an unfolding polarizing event. We discuss the utility of
TrollHunter2020 for early detection of information operations or trolling and the



implications of its use in supporting a constrictive discourse on the platform
around polarizing topics.

Keywords: real-time troll detection, twitter, 2020 U.S. Elections, correspondence
analysis, Natural Language Processing (NLP).

Verhelst, H. M., Stannat, A. W., Mecacci, G.

Machine Learning Against Terrorism: How Big Data Collection and Analysis
Influences the Privacy-Security Dilemma // Science and Engineering Ethics,
2020, 26, 2975-2984.

URL :https://doi.org/10.1007/s11948-020-00254-w

Abstract. Rapid advancements in machine learning techniques allow mass
surveillance to be applied on larger scales and utilize more and more personal data.
These developments demand reconsideration of the privacy-security dilemma,
which describes the tradeoffs between national security interests and individual
privacy concerns. By investigating mass surveillance techniques that use bulk data
collection and machine learning algorithms, we show why these methods are
unlikely to pinpoint terrorists in order to prevent attacks. The diverse
characteristics of terrorist attacks — especially when considering lone-wolf
terrorism — lead to irregular and isolated (digital) footprints. The irregularity of
data affects the accuracy of machine learning algorithm sand the mass surveillance
that depends on them which can be explained by three kinds of known problems
encountered in machine learning theory: class imbalance, the curse of
dimensionality, and spurious correlations. Proponents of mass surveillance often
invoke the distinction between collecting data and metadata, in which the latter is
understood as a lesser breach of privacy. Their arguments commonly overlook the
ambiguity in the definitions of data and metadata and ignore the ability of machine
learning techniques to infer the former from the latter. Given the sparsity of
datasets used for machine learning in counterterrorism and the privacy risks
attendant with bulk data collection, policymakers and other relevant stakeholders
should critically re-evaluate the likelihood of success of the algorithms and the
collection of data on which they depend.

Keywords: privacy-security dilemma, mass surveillance, metadata collection,
machine learning, national security.

Stix, C.

Actionable Principles for Artificial Intelligence Policy: Three Pathways //
Science and Engineering Ethics, 2021, 27, Article number: 15.

URL :https://doi.org/10.1007/s11948-020-00277-3

Abstract. In the development of governmental policy for artificial intelligence
(Al that is informed by ethics, one avenue currently pursued is that of drawing on
“Al Ethics Principles”. However, these Al Ethics Principles often fail to be
actioned in governmental policy. This paper proposes a novel framework for the
development of ‘Actionable Principles for Al’. The approach acknowledges the



relevance of Al Ethics Principles and homes in on methodological elements to
increase their practical implementability in policy processes. As a case study,
elements are extracted from the development process of the Ethics Guidelines for
Trustworthy Al of the European Commission’s “High Level Expert Group on Al”.
Subsequently, these elements are expanded on and evaluated in light of their ability
to contribute to a prototype framework for the development of 'Actionable
Principles for AI'. The paper proposes the following three propositions for
the formation of such a prototype framework: (1) preliminary landscape
assessments; (2) multi-stakeholder participation and cross-sectoral feedback; and,
(3) mechanisms to support implementation and operationalizability.

Keywords: artificial intelligence policy, actionable principles, ethics, ethics of
artificial intelligence, governance of artificial intelligence.

06. 3apaBooxpaHeHue, MeTUIIMHA

B nanHom paszgene coOpaHbl MyONHMKalMM, MOCBAIIECHHBIE MPOOJieMaM pa3BUTHS
HMCKYCCTBEHHOIO MHTEJUIEKTa B MEAMIIMHCKUX HayKax: OT cOopa JH4YHOU
uHpopMaUK O MAIMEHTE /10 PHUCKOB HUCIIOIb30BAHUS BBICOKOTOUYHBIX POOOTOB-
HEUpPOXUPYProB. ABTOPbl MOJHMMAIOT pAJI KpailHE OCTpPBIX MpoOdJeM,
BO3HHUKAIOIINX B CBSI3U C MCIOJIb30BAHUEM HOBBIX HMH(OPMAIMOHHBIX TEXHOJIOTUI
¢ ¢ynknueit MU. Tak, cymectByer mpobiieMa HECAaHKIIMOHUPOBAHHOTO JOCTYyTa K
MEIULIHUHCKAM JOKYMEHTaM, YPEBATOIO0 3KOHOMUYECKUMH, MCUXOJOTHUYECKUMH U
penyTallMOHHBIMK ~ yrpo3aMu; MpodiieMa HEBEPHO  MPOaHATM3WPOBAHHOU
uH(pOpMAIMK C YIpO30il HENMPaBMWIIHLHOTO TUArHo3a; MmpolsiemMa JUCTaHIIMOHHOTO
yIpaBJICHUS JIMYHBIMH MEIUIMHCKUMH YCTPONCTBAaMH W HaMepeHHbIE cOOM B HX
pabote; pyHaameHTanbHas nmpobiema cozganuss Homo technicus u np.

Liu, J.

Artificial Intelligence and Data Analytics Applications in Healthcare General
Review and Case Studies // CAIH2020: Proceedings of the 2020 Conference on
Artificial Intelligence and Healthcare, October 2020, 49-53.
URL :https://dl.acm.org/doi/10.1145/3433996.3434006

Abstract. Artificial intelligence (Al) and analytics are evolving as innovative tools
in a wide range of areas, from economic activity to public policy, and from
individual safety to national security. The healthcare industry and medical
practices have also undergone remarkable changes using Al /analytics technologies
and learning algorithms. Indeed, artificial intelligence and analytics have yielded a
bunch of promising results, not only in the numerous academic works published
every year, but also in impressive applications being implemented worldwide. The
paper sums up the publications related to Al in healthcare in the past five years and
summarizes the latest progress in its applications of this advanced technology. The
paper also discusses the current challenges and ethical concerns being faced by the
healthcare industry as well as the governments. The purpose of this article is to
analyze the trends of the latest scientific developments, to understand the
enormous potential of Al and data analytics in healthcare, and to put forward



suggestions to cope with the healthcare problems as well as predict futuristic
artificial intelligence and analytics applications. Two case studies are provided to
showcase the applications of Al and data analytics.

Keywords: artificial intelligence, data analytics, healthcare applications, medical
research.

Benke, K., Benke, G.

Artificial Intelligence and Big Data in Public Health // International Journal of
Environmental Research and Public Health, 2018, 15(12), 2796.

URL :https://doi.org/10.3390/ijerph15122796

Abstract. Artificial intelligence and automation are topics dominating global
discussions on the future of professional employment, societal change, and
economic performance. In this paper, we describe fundamental concepts
underlying Al and Big Data and their significance to public health. We highlight
issues involved and describe the potential impacts and challenges to medical
professionals and diagnosticians. The possible benefits of advanced data analytics
and machine learning are described in the context of recently reported research.
Problems are identified and discussed with respect to ethical issues and the future
roles of professionals and specialists in the age of artificial intelligence.

Keywords: algorithms, Big Data, machine learning, deep learning, data mining,
visualization, epidemiology, predictive analytics, precision medicine, vision,
wearable Al.

Zhua, L., Chen, P, Dong, D, Wang, Zh.

Can artificial intelligence enable the government to respond more effectively
to major public health emergencies? Taking the prevention and control of
Covid-19 in China as an example // Socio-Economic Planning Sciences, 2021,
101029.

URL :https://doi.org/10.1016/].seps.2021.101029

Abstract. In recent years, public health emergencies have occurred frequently,
posing a serious threat to the regional economy and the safety of people’s lives and
property. In particular, the outbreak of the COVID-19 novel coronavirus this year
has caused serious losses to the global economy. On this basis, this article attempts
to use modern advanced artificial intelligence technology and modern social
science and technology to provide technical assistance and support for the
prevention and control of major public health incidents, in order to improve the
Chinese government's public relations capabilities and response to public health
emergencies. Ability and level. This article attempts to use 3S technology closely
related to artificial intelligence technology to design and establish a public health
emergency response system, so as to improve the government's response and
decision-making ability to respond to and deal with public health emergencies, and
reduce the occurrence of emergencies. The results showed that among the 298
respondents, 145 believed that public health emergencies depend on human-to-



human transmission. Most event information is acceptable, while 169 people who
rely on mobile phones for information think that most of them are acceptable, and
89 people who rely on TV media for information think that most of them are
acceptable. It shows that the use of artificial intelligence technology can effectively
solve and prevent the further development of the situation, and at the same time
improve the government's ability and level to respond to major public health
emergencies, and increase the government's prestige in the eyes of the public.
Keywords: technology empowerment perspective, artificial intelligence, major
public health emergencies, new crown pneumonia epidemic.

Park, Y., Casey, D., Joshi, I., Zhu, J., Cheng, F.

Emergence of New Disease: How Can Artificial Intelligence Help? // Trends in
Molecular Medicine, 2020, 26(7), 627-629.

URL :https://doi.org/10.1016/j.molmed.2020.04.007

Abstract. Emergence of new disease remains a critical parameter in human health
and society. Advances in artificial intelligence (Al) allow for rapid processing and
analysis of massive and complex data. In this forum article, the recent applications
across disease prediction and drug development in relation to the COVID-19
pandemic are reviewed.

Keywords: artificial Intelligence, machine learning, COVID-19.

Sun, T. Q., Medaglia, R.

Mapping the challenges of Artificial Intelligence in the public sector: Evidence
from public healthcare // Government Information Quarterly, 2019, 36(2), 368-
383.

URL :https://doi.org/10.1016/}.9iq.2018.09.008

Abstract. The nascent adoption of Artificial Intelligence (Al) in the public sector
Is being assessed in contradictory ways. But while there is increasing speculation
about both its dangers and its benefits, there is very little empirical research to
substantiate them. This study aims at mapping the challenges in the adoption of Al
in the public sector as perceived by key stakeholders. Drawing on the theoretical
lens of framing, we analyse a case of adoption of the Al system IBM Watson in
public healthcare in China, to map how three groups of stakeholders (government
policy-makers, hospital managers/doctors, and Information Technology (IT) firm
managers) perceive the challenges of Al adoption in the public sector. Findings
show that different stakeholders have diverse, and sometimes contradictory,
framings of the challenges. We contribute to research by providing an empirical
basis to claims of Al challenges in the public sector, and to practice by providing
four sets of guidelines for the governance of Al adoption in the public sector.
Keywords: artificial Intelligence, public sector, healthcare, challenges, framing,
China.



Li, D.

5G and intelligence medicine—how the next generation of wireless technology
will reconstruct healthcare? // Precision Clinical Medicine, 2019, 2(4), 205-208.
URL :https://doi.org/10.1093/pcmedi/pbz020

Abstract. Despite intensive efforts, there are still enormous challenges in
provision of healthcare services to the increasing aging population. Recent
observations have raised concerns regarding the soaring costs of healthcare, the
imbalance of medical resources, inefficient healthcare system administration, and
inconvenient medical experiences. However, cutting-edge technologies are being
developed to meet these challenges, including, but not limited to, Internet of
Things (10T), big data, artificial intelligence, and 5G wireless transmission
technology to improve the patient experience and healthcare service quality, while
cutting the total cost attributable to healthcare. This is not an unrealistic fantasy, as
these emerging technologies are beginning to impact and reconstruct healthcare in
subtle ways. Although the technologies mentioned above are integrated, in this
review we take a brief look at cases focusing on the application of 5G wireless
transmission technology in healthcare. We also highlight the potential pitfalls to
availability of 5G technologies.

Keywords: aging, artificial intelligence, fantasy, health care costs, intelligence,
technology, health care systems, self-mutilation by cutting, wireless technology,
big data, internet of things.

Faizal khan, Z., Alotaibi, S.R.

Applications of Artificial Intelligence and Big Data Analytics in m-Health: A
Healthcare System Perspective // Journal of Healthcare Engineering, 2020,
Article 1D 8894694.

URL :https://doi.org/10.1155/2020/8894694

Abstract. Mobile health (m-health) is the term of monitoring the health using
mobile phones and patient monitoring devices etc. It has been often deemed as the
substantial breakthrough in technology in this modern era. Recently, artificial
intelligence (Al) and big data analytics have been applied within the m-health for
providing an effective healthcare system. Various types of data such as electronic
health records (EHRs), medical images, and complicated text which are
diversified, poorly interpreted, and extensively unorganized have been used in the
modern medical research. This is an important reason for the cause of various
unorganized and unstructured datasets due to emergence of mobile applications
along with the healthcare systems. In this paper, a systematic review is carried out
on application of Al and the big data analytics to improve the m-health system.
Various Al-based algorithms and frameworks of big data with respect to the source
of data, techniques used, and the area of application are also discussed. This paper
explores the applications of Al and big data analytics for providing insights to the
users and enabling them to plan, using the resources especially for the specific
challenges in m-health, and proposes a model based on the Al and big data



analytics for m-health. Findings of this paper will guide the development of
techniques using the combination of Al and the big data as source for handling m-
health data more effectively.

Schonberger, D.

Artificial intelligence in healthcare: a critical analysis of the legal and ethical
implications // International Journal of Law and Information Technology, 2019,
27(2), 142-170.

URL :https://doi.org/10.1093/ijlit/eaz004

Abstract. Artificial intelligence (Al) is perceived as the most transformative
technology of the 21st century. Healthcare has been identified as an early candidate
to be revolutionized by Al technologies. Various clinical and patient-facing
applications have already reached healthcare practice with the potential to ease the
pressure on healthcare staff, bring down costs and ultimately improve the lives of
patients. However, various concerns have been raised as regards the unique
properties and risks inherent to Al technologies. This article aims at providing an
early stage contribution with a holistic view on the “decision-making’ capacities of
Al technologies. The possible ethical and legal ramifications will be discussed
against the backdrop of the existing frameworks. | will conclude that the present
structures are largely fit to deal with the challenges Al technologies are posing. In
some areas, sector-specific revisions of the law may be advisable, particularly
concerning non-discrimination and product liability.

Wabhl, B., Cossy-Gantner, A., Germann, S., Schwalbe, N.R.

Artificial intelligence (Al) and global health: how can Al contribute to health
in resource-poor settings? // BMJ Global Health, 2018, 3(4):e000798.
URL.:http://dx.doi.org/10.1136/bmjgh-2018-000798

Abstract. The field of artificial intelligence (Al) has evolved considerably in the
last 60 years. While there are now many Al applications that have been deployed
In high-income country contexts, use in resource-poor settings remains relatively
nascent. With a few notable exceptions, there are limited examples of Al being
used in such settings. However, there are signs that this is changing. Several high-
profile meetings have been convened in recent years to discuss the development
and deployment of Al applications to reduce poverty and deliver a broad range of
critical public services. We provide a general overview of Al and how it can be
used to improve health outcomes in resource-poor settings. We also describe some
of the current ethical debates around patient safety and privacy. Despite current
challenges, Al holds tremendous promise for transforming the provision of
healthcare services in resource-poor settings. Many health system hurdles in such
settings could be overcome with the use of Al and other complementary emerging
technologies. Further research and investments in the development of Al tools
tailored to resource-poor settings will accelerate realising of the full potential of Al
for improving global health.



Vellido, A.

Societal Issues Concerning the Application of Artificial Intelligence in
Medicine // Kidney Dis, 2019, 5(1), 11-17.

URL :https://doi.org/10.1159/000492428

Abstract. Medicine is becoming an increasingly data-centred discipline and,
beyond classical statistical approaches, artificial intelligence (Al) and, in
particular, machine learning (ML) are attracting much interest for the analysis of
medical data. It has been argued that Al is experiencing a fast process of
commodification. This characterization correctly reflects the current process of
industrialization of Al and its reach into society. Therefore, societal issues related
to the use of Al and ML should not be ignored any longer and certainly not in the
medical domain. These societal issues may take many forms, but they all entail the
design of models from a human-centred perspective, incorporating human-relevant
requirements and constraints. In this brief paper, we discuss a number of specific
issues affecting the use of Al and ML in medicine, such as fairness, privacy and
anonymity, explainability and interpretability, but also some broader societal
Issues, such as ethics and legislation. We reckon that all of these are relevant
aspects to consider in order to achieve the objective of fostering acceptance of Al-
and ML-based technologies, as well as to comply with an evolving legislation
concerning the impact of digital technologies on ethically and privacy sensitive
matters. Our specific goal here is to reflect on how all these topics affect medical
applications of Al and ML. This paper includes some of the contents of the “2nd
Meeting of Science and Dialysis: Artificial Intelligence,” organized in the
Bellvitge University Hospital, Barcelona, Spain.

Keywords: artificial intelligence in medicine, machine learning, social impact.

Pezaes, A.B., Tpery6osa, H./I.

I/ICKyCCTBeHHLIﬁ HHTCJIJICKT M MHCKYCCTBCHHASA COIIMAJIBHOCTD. HOBBIC
SIBJIEHUsI M MPOOJeMbl Ui pa3BUTHsI MeaquUMHCKUX Hayk // Epistemology &
Philosophy of Science, 2019, 56(4), 183-199, doi: 10.5840/eps201956475
URL.:https://cyberleninka.ru/article/n/iskusstvennyy-intellekt-i-iskusstvennaya-
sotsialnost-novye-yavleniya-i-problemy-dlya-razvitiya-meditsinskih-nauk

AnHotaums. CTaThsi OpPUEHTHpOBAHA Ha TMpUIJIANICHHWE K MPodecCHOHAIBHOU
auckyccun  (uiaocodoB, TEOPETUKOB U METOJIOJIOTOB HAayKH, MpeACTaBUTENEH
MEIUIIMHCKAX HAyK O BO3MOXKHOCTH U JEHUCTBUTEIBHOCTH HCKYCCTBEHHOIO
WHTEJUIeKTa B MeauinHe. KoHkpeTHas 1einb pabdoOThl COCTOMT B TOM, UYTOOBI
BBISIBUTH M CHOPMYJIUPOBATH MPUHIMIHAIBLHBIE BOMPOCH], MPOAHAIM3UPOBATH
OCHOBHBIE TEOPETUYECKHE M METOJIOJIOTUUYECKHE HaIlpaBleHUs aHain3a MpoOsiemM
Pa3BUTHUS UCKYCCTBEHHOTO MHTEJUIEKTa B MEIUIIMHCKUX HaykaX. [lepBbiit pazgen
CTaThU TIpeJJiaraeT ONpE/IeNICHHE TMOHATUNH MCKYCCTBEHHOTO WHTEIUIEKTa U
«HUCKYCCTBEHHOM COIMATBLHOCTU». BTOpOi pasznen npenctaBisieT 0030p KIHOUEBBIX
TEeHJICHIIMM pa3BuTusi MeAuluHbl. [lociae 3TOro aBTOpHI COCPENOTOUMBAIOTCS Ha



IByX TmpoOjieMax, BO3HHUKAIOIMIMX B CBS3M C BHEJIPEHHUEM HCKYCCTBEHHOIO
VMHTEJUICKTa B MEIUIMHY. [IepBast — BO3MOXKHBIA NEPECMOTP NPUHIHUIIOB 3aN1aJHOM
MeIuUUHbL. BTopass — wu3MeHeHue coaepxkaHus W (HOpM  MEIUIIMHCKOIO
oOpa3oBaHusi. B 3akiitoueHue noABEEHbI UTOTU 0OCYKICHUS JAHHBIX POOIIEM.
KmoueBbie caosa: artificial intelligence, artificial sociality, philosophy of
science, medical sciences, life sciences, medical education, wuckyccTBeHHBIN
WHTEJUIEKT, HCKYCCTBEHHAs] COLMAIBHOCTH, ¢uiocodus HayKd, MEIUIIUHCKUE
HAyKH, HAYKH O )U3HU, MEJUIIMHCKOE 00pa3oBaHueE.

Pee, L.G., Pan, S.L., Cui, L.

Artificial intelligence in healthcare robots: A social informatics study of
knowledge embodiment // China's NSFC Joint Research Fund, 2018, 70(4), 351-
369.

URL.:https://asistdl.onlinelibrary.wiley.com/doi/abs/10.1002/asi.24145

Abstract. Knowledge embodiment, taking a social informatics perspective, refers
to the transformation of knowledge into a form in which its value becomes evident.
Knowledge embodiment in robotic systems with artificial intelligence (Al robotic
systems) actualizes the value of knowledge much more powerfully than other
entities, potentially altering the connections among people or even displacing
professionals. To understand the effects of knowledge embodiment in Al robotic
systems on connections among people and technology, this study addresses 2
cumulative research questions: (i) What is the nature of knowledge embodiment,
that is, how are knowledge and Al robots assembled for knowledge work? (ii) How
does knowledge embodiment affect connections among people and technology
(that is, social informatics)? A case study of a large hospital that has employed
different Al robotic systems in many parts of its healthcare service provision
process indicates 4 forms of knowledge embodiment, each with a distinct focus.
Further, a social informatics analysis suggests four ways knowledge embodiment
affects connections among people and technology and reveals related social and
institutional issues that go beyond technological determinism. Implications of these
findings for research on social informatics and information science are discussed.
Keywords: artificial intelligence, healthcare system, robots, social information.

Li, Y., Deng, K., Chen, X.

The application of Artificial Intelligence in Psychological Counseling Based on
"Treat Pre-Disease”// CAIH2020: Proceedings of the 2020 Conference on
Artificial Intelligence  and Healthcare, October 2020, 72-78.
URL :https://doi.org/10.1145/3433996.3434010

Abstract. "Treat pre-disease” is one of the important ideas of Chinese medicine
culture, and it is a scientific view of health based on the overall health of the
human body. The application of artificial intelligence technology in the field of
psychological counseling is still in its infancy. The integration of "preventive
treatment” in psychology is an important part of Chinese medicine culture and



health management, and it is one of the important theoretical foundations for
constructing the theoretical system of Chinese medicine health. Therefore, it is of
great significance to study the application of artificial intelligence technology in
the field of psychological counseling on the basis of the idea of "preventive
treatment™. This article introduces the related applications of artificial intelligence
technology in the field of mental health at home and abroad, studies the feasibility
and difficulties of artificial intelligence in psychological counseling, and proposes
the application of artificial intelligence in psychological counseling in the future
Several countermeasures and suggestions.

Keywords: artificial intelligence, mental health management, treat pre-disease,
psychological counseling.

Ausman, M.C.

Artificial Intelligence’'s Impact on Mental Health Treatments // AIES '19:
Proceedings of the 2019 AAAI/ACM Conference on Al, Ethics, and Society,
January 2019, 533-534.

URL :https://doi.org/10.1145/3306618.3314311

Abstract. An interest in artificial intelligence (Al) as a medical aid stemmed as
research on mental health and psychology increased. Yet despite failing the Turing
Test, Al continues to be used as a practical aid in the psychological community.
From virtual reality simulations of everyday activities to robotic pet seals
implemented in nursing homes, Al has found a home in the psychological field as a
support for those in the medical field as well as those taking care of loved ones. In
this paper, | aim to look at the stages of the Turing Test, how those are related to
factoid and non-factoid questions and how current applications of Al are used in
mental health treatments.

Keywords: artificial intelligence, mental health, therapy, psychology, robots.

Yang, F., Han, T., Deng, K., Yong, H.

The Application of Artificial Intelligence in the Mental Diseases // CAIH2020:
Proceedings of the 2020 Conference on Artificial Intelligence and Healthcare,
October 2020, 36-40.

URL :https://doi.org/10.1145/3433996.3434004

Abstract. The advent of the era of big data has brought opportunities for the
application of artificial intelligence and mental health. From "virtual
psychotherapists" to social robots for dementia and autism treatment to robots for
treatment of disorders, Al is innovating traditional models of mental illness
prevention and treatment with high levels of treatment and interventions. This
paper summarizes the research progress of artificial intelligence in mental illness
group, including the current situation of the application of mental illness
prevention, diagnosis, treatment and nursing, and discusses the advantages,
disadvantages and prospects of the application of artificial intelligence in the field



of mental illness, hoping to provide reference for the sustainable development of
this field.
Keywords: artificial intelligence, mental diseases, machine learning, application.

Han, T., Yang, F., Deng, K.

Application and Development Prospect of Artificial Intelligence in Healthy
Pension Industry // CAIH2020: Proceedings of the 2020 Conference on Artificial
Intelligence and Healthcare, October 2020, 79-83.
URL :https://doi.org/10.1145/3433996.3434364

Abstract. History and experience of the international community show that long-
term aging has a huge impact on both economic and social development. China's
ageing population is rising, and the country faces a "getting old before getting rich"
and "getting old before getting prepared” situation. If effective measures are not
taken in time, the impact of aging on China's economy may be more severe than in
other countries. With the increasingly mature application of Internet technology,
artificial intelligence and Internet of Things technology are more and more applied
in the field of health management. Relying on the Internet and the Internet of
Things, artificial intelligence provides real-time, safe and fast intelligent elderly
care services for the elderly through intelligent, structured, classified and
integrated health data of the elderly.

Keywords: artificial intelligence, healthy pension, psychological care industry,
artificial intelligence community.

Jackson, B.R., Crawford, J.M., Becich, M.J., Roy, S., Botkin, J.R., de Baca, M.E.,
Pantanowitz, L.

The Ethics of Artificial Intelligence in Pathology and Laboratory Medicine:
Principles and Practice Il Academic pathology, 2020,
doi:10.1177/2374289521990784
URL.:https://journals.sagepub.com/doi/full/10.1177/2374289521990784

Abstract. Growing numbers of artificial intelligence applications are being
developed and applied to pathology and laboratory medicine. These technologies
introduce risks and benefits that must be assessed and managed through the lens of
ethics. This article describes how long-standing principles of medical and scientific
ethics can be applied to artificial intelligence using examples from pathology and
laboratory medicine.

Keywords: ethics, artificial intelligence, machine learning, algorithms, privacy,
big data.

Jaynes, T.L.

On human genome manipulation and Homo technicus: the legal treatment of
non-natural human subjects // Al and Ethics, 2021, 1, 331-345.

URL :https://doi.org/10.1007/543681-021-00044-5




Abstract. Although legal personality has slowly begun to be granted to non-human
entities that have a direct impact on the natural functioning of human societies
(given their cultural significance), the same cannot be said for computer-based
intelligence systems. While this notion has not had a significantly negative impact
on humanity to this point in time that only remains the case because advanced
computerised intelligence systems (ACIS) have not been acknowledged as
reaching human-like levels. With the integration of ACIS in medical assistive
technologies such as companion robots and bionics, our legal treatment of ACIS
must also adapt—Ieast society faces legal challenges that may potentially lead to
legally sanctioned discriminatory treatment. For this reason, this article exposes the
complexity of normalizing definitions of “natural” human subjects, clarifies how
current bioethical discourse has been unable to effectively guide ACIS integration
into implanted and external artefacts, and argues for the establishment of legal
delineations between various ACIS-human mergers in reference to legal
protections and obligations internationally.

Keywords: bionics, cybernetics, gene therapy, human augmentation, legal
personality, speculative bioethics.

07. Oopa3zoBaHue

Ha Bcex ypoBHSX B cepe 00pa3oBaHUsI MCKYCCTBEHHBI MHTEIUICKT BHEIPSCTCS
qyepe3 CIOXKHBIE MPOTPAMMHO-TEXHUYECKHE KOMIUIEKCHI, YTO, C OJHOH CTOPOHHBI,
uMeeT  OecCIOpHbIE  TNPEeUMYIIeCcTBa, Jejas ero  Ooiee  JOCTYITHBIM,
YHHBEPCATBHBIM, CIOCOOHBIM TpPAaHCIMPOBAaTH B 0OOpa30OBaTeIbHBIC IMPOIECCHI
COBPEMCHHBIE HAyYHO-TCXHHUYCCKHE 3HaHWsI, C APYrod CTOPOHBI, CYIIECTBYET
OITaCEHHE, YTO, TIEPECKIIIbIBAas HA KyMHYIO» MaIlTUHY YEJIOBECYCCKUE KOMIIECTEHIINH,
JIIOJTU B TIEJIOM TIOJIBEPKEHBI PUCKY WHTEIUICKTYaIbHOTO JETPagupOBaHMs, TOTEPU
HABBIKOB, HAMPUMEpP YCTHOTO CUETa WU aHajau3a OOJBIINX OOBEMOB JaHHBIX.
OneHKkr UCIOJIb30BAaHUS  MCKYCCTBEHHOTO HWHTEIUIEKTa Y  CIICIHAIMCTOB
JOCTaTOYHO CWJIBHO pAacXOmATCS — OT COMHEHUH B OJarompusiTHBIX IS
YeJI0BEYeCTBA  TOCHEACTBUAX JO PEATbHBIX MPAKTHYECKUX  Ppa3paboToK,
AIANTHPYIONINX JETEH K )KU3HUA CPear POOOTOB.

Malik, G., Tayal, D.K., Vij, S.

An Analysis of the Role of Artificial Intelligence in Education and Teaching //
Recent Findings in Intelligent Computing Techniques. Advances in Intelligent
Systems and Computing, 2019, 707, Springer, Singapore.

URL :https://doi.org/10.1007/978-981-10-8639-7_42

Abstract. The contribution of Artificial Intelligence (Al) in the field of education
has always been significant. From robotic teaching to the development of an
automated system for answer sheet evaluation, Al has always helped both the
teachers and the students. In this paper we have done an in depth analysis of the
various research developments that were carried out across the globe
corresponding to artificial intelligence techniques applied to education sector so as
to summarize and highlight the role of Al in teaching and student’s evaluation. Our



study shows that Al is the backbone of all the NLP enabled intelligent tutor
systems. These systems helps in developing qualities such as self reflection,
answering deep questions, resolving conflict statements, generating creative
questions, and choice-making skills.

Keywords: artificial intelligence, education, teaching, assessment, intelligent tutor
system.

Chassignol, M., Khoroshavin, A., Klimova, A., Bilyatdinova, A.

Artificial Intelligence trends in education: a narrative overview // Procedia
Computer Science, 2018, 36, 16-24.

URL :https://doi.org/10.1016/].procs.2018.08.233

Abstract. Digital technologies have already become an internal part of our life.
They change the way we are looking for information, how we communicate with
each other, even how we behave. This transformation applies to many areas,
including education. The main objective of this article is to identify prospective
impact of artificial technologies to the study process and to predict possible
changes in educational landscape. In presented literature review we considered
four categories: customized educational content, innovative teaching methods,
technology enhanced assessment, communication between student and lecturer.
Having reviewed publications on the subject we present here a possible picture of
how the Artificial Intelligence (Al) will reshape education landscape.

Keywords: artificial intelligence, education, machine learning, technology,
enhanced learning.

Cope, B., Kalantzis, M., Searsmith, D.

Artificial intelligence for education: Knowledge and its assessment in Al-
enabled learning ecologies // Educational Philosophy and Theory, 2020, 53(12),
1229-1245.

URL :https://doi.org/10.1080/00131857.2020.1728732

Abstract. Over the past ten years, we have worked in a collaboration between
educators and computer scientists at the University of Illinois to imagine futures
for education in the context of what is loosely called “artificial intelligence.”
Unhappy with the first generation of digital learning environments, our agenda has
been to design alternatives and research their implementation. Our starting point
has been to ask, what is the nature of machine intelligence, and what are its limits
and potentials in education? This paper offers some tentative answers, first
conceptually, and then practically in an overview of the results of a number of
experimental implementations documented in greater detail elsewhere. Our key
finding is that artificial intelligence — in the context of the practices of electronic
computing developing over the past three quarters of a century — will never in any
sense “take over” the role of teacher, because how it works and what it does are so
profoundly different from human intelligence. However, within the limits that we



describe in this paper, it offers the potential to transform education in ways that —
counterintuitively perhaps — make education more human, not less.
Keywords: artificial intelligence, e-learning, pedagogy, assessment.

Wang B., et al.

Artificial Intelligence and Education. In: Jin D. (eds) Reconstructing Our
Orders, Springer, Singapore, 2018.

URL :https://doi.org/10.1007/978-981-13-2209-9 5

Abstract. As the progressive ladder for human society, education aims at ensuring
cultural heritage and social development. More importantly, it may inspire human
Imagination. In this sense, education is very critical in the development of a nation
and even in the whole human society. Education will vary with different times in
its concepts, contents and modes and accumulate energy for the transformation of
social patterns. Now, Al has been used in nearly all the industries and trades,
posing a powerful impetus in promoting economic development and social
progress. The in-depth development of Al will be bound to accelerate the process
of social order restructuring, ensure the harmonious coexistence between mankind
and nature, coordinate the development man and science and bring unprecedented
development opportunities as well as challenges to education. In intelligence age,
with more and more educational resources available, more flexible modes and
patterns and multivariant intelligence systems in teaching, great changes will take
place in education, during which people may acquire knowledge in the forms of
clustering and individual education and their ability will be greatly improved.
Meanwhile, the new topics will emerge on how to enlighten people’s mind, how to
reforge their values and how to tap their potential.

Schiff, D.

Out of the laboratory and into the classroom: the future of artificial
intelligence in education // Al & Society, 2021, 36, 331-348.

URL :https://doi.org/10.1007/s00146-020-01033-8

Abstract. Like previous educational technologies, artificial intelligence in
education (AIEd) threatens to disrupt the status quo, with proponents highlighting
the potential for efficiency and democratization, and skeptics warning of
industrialization and alienation. However, unlike frequently discussed applications
of Al in autonomous vehicles, military and cybersecurity concerns, and healthcare,
Al’s impacts on education policy and practice have not yet captured the public’s
attention. This paper, therefore, evaluates the status of AIEd, with special attention
to intelligent tutoring systems and anthropomorphized artificial educational agents.
| discuss AIEd’s purported capacities, including the abilities to simulate teachers,
provide robust student differentiation, and even foster socio-emotional
engagement. Next, to situate developmental pathways for AIEd going forward, |
contrast sociotechnical possibilities and risks through two idealized futures.
Finally, | consider a recent proposal to use peer review as a gatekeeping strategy to



prevent harmful research. This proposal serves as a jumping off point for
recommendations to AIEd stakeholders towards improving their engagement with
socially responsible research and implementation of Al in educational systems.
Keywords: artificial intelligence, education technology, social implications of
technology, educational agents, responsible research and innovation

Paxuros, A.1.

Boiciee 00pa3oBaHue U HCKYCCTBEHHbBIH MHTEJLIEKT: diipopusi u aiapmusm //
Buvicuee oopazosanue 6 Poccuu, 2018, 6, 41-49.
URL.:https://cyberleninka.ru/article/n/vysshee-obrazovanie-i-iskusstvennyy-
intellekt-eyforiya-i-alarmizm

AHHOTanusA. Pa3BuTble u pa3BUBAIOLIMECS CTpaHbl BCTYNWIM B CTaJulo,
NPUHATYI0 Ha3blBaTh «OOmIecTBOM 00pa3zoBanusi», uinu «HMHbopMalmOHHBIM
obOmectBom». Ilo cymiecTBy, 3TO CHHOHHMMBI, TaK Kak OHHM (DUKCHUPYIOT JBa
CBSI3aHHBIX 0OCTOsITENbCTBA. llepBoe 3akirouaercss B TOM, YTO COBPEMEHHBIC
HAay4YHO-TE€XHOJIOTHYECKHE U COLUUAIBHO-MOJUTUYECKUE 3HAHUS OKAa3bIBAIOT BCE
BO3pacTalolee BIMSHUE HA BCE CTOPOHBI OOIIECTBEHHOTO ObITHS. BTOpoe — B
CO3/IJaHUU W IPOMU3BOACTBE 3TUX 3HAHWNM HEYKJIOHHO BO3PACTaE€T pPOJIb CUCTEM
uckyccrBeHHoro wHTewiekta (MU). C  MakcUManbHOW  WHTCHCHBHOCTBIO
CO3JA0TCs MIPOrPaMMHO-TEXHUYECKHE KOMILJIEKCBI YHUBEPCAIbHOTO
yenoBekonoao0oHoro uHTewiekta (YUM) u HCKYCCTBEHHOrO CYIEPHHTEIICKTA
(MUCH). Ilo 3ampicty uX co3gaTeicii B 0003pHMMOM OYAYIIEM 3TH CHCTEMBI,
ocobenHo MCH, cmoryt pemath 3ajauyu, ¢ KOTOPHIMH HE BCEr/a B COCTOSHUU
CIIPaBUTHCS YEJIOBEYECKHM HHTENIEKT. J[0 TEX NOp MOKa 3TH MPOLECCH HE
MOABEPTHYTHI TJIYOOKOMY HaAy4HOMY OCMBICIICHUIO, U KOMIIbIOTEpHAs shdopus, u
nu(ppoBoil  amapMuU3M HE MOTYT CTaTh OCHOBAaHMEM Ui  OIpeAeseHus
oOpa3oBaTelbHOW MOJMUTHKA B 3TOM obnactu. Buenpenme WU B Beiciiee
o0Opa3oBaHue JOHKHO MPOBOJUTHCA HE TOJIBKO SHEPTUYHO, HO U C ONpPEAETIEHHON
OCTOPOKHOCTBIO.

KawueBble cjioBa: Bbiciiee oOpa3oBaHHE, HWCKycCTBeHHBIM wuHTeiekT (M),
YHHUBEPCAIBHBIH  4enoBekonomoOHblii  mHTe/wekT (YUM), WCKycCTBEHHBIH
cynepunreuiekt (MCH), MU B Beictiem oOpaszoBanuu, higher education, artificial
intelligence (Al), universal human-like intelligence, artificial superintelligence
(I1SI), Al in higher education.

Williams, R., Park, H.W., Breazeal, C.

A is for Artificial Intelligence: The Impact of Artificial Intelligence Activities
on Young Children's Perceptions of Robots // CHI '19: Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems, May 2019, Paper No
447, 1-11.

URL :https://doi.org/10.1145/3290605.3300677

Abstract. We developed a novel early childhood artificial intelligence (Al)
platform, PopBots, where preschool children train and interact with social robots to



learn three Al concepts: knowledge-based systems, supervised machine learning,
and generative Al. We evaluated how much children learned by using Al
assessments we developed for each activity. The median score on the cumulative
assessment was 70% and children understood knowledge-based systems the best.
Then, we analyzed the impact of the activities on children's perceptions of robots.
Younger children came to see robots as toys that were smarter than them, but their
older counterparts saw them more as people that were not as smart as them.
Children who performed worse on the Al assessments believed that robots were
like toys that were not as smart as them, however children who did better on the
assessments saw robots as people who were smarter than them. We believe early
Al education can empower children to understand the Al devices that are
increasingly in their lives.

Keywords: Al education, early childhood education, child-robot interaction, social
robots.

08. Dxosnorus

B cdepe KoHTpoas U 3aIUTHI 3KOJIOTHH UHTEIUIEKTYalbHbIE CUCTEMBI, CIIOCOOHBIE
y’Ke€ JI0BOJIbHO TOYHO pacro3HaBaTh 00pa3bl 1 00padaThIBaTh TMTAHTCKUE MACCUBBI
uHGOpMAIK, UCHOJB3YIOTCS JUIsI MIASHTHU(QHUKAIMM BHJIOB, KiIacCU(pUKALUU
MOBEJICHUSI JKUBOTHBIX M OLIEHKM Ouopa3zHooOpaszus. ABTOpPBI CTaTedl 3TOro
pa3zena KacaloTcs NpoOJeM MHOTMX HKOJIOTMYECKUX JUCLMIUINH, BKJIHOYAs
NPUKJIAJHbIE KOHTEKCTHI, TAKUE KaK yIpaBJeHUE U OXpaHa MpUpoAbl. MaluHsel ¢
UCKYCCTBEHHBIM  MHTEJUIEKTOM  IMPOBOJAAT  aBTOMATHYECKUH  MOHUTOPHUHT
NOMYJISIUNA U HKOCUCTEM, T€HEPUPYIOT OTPOMHOE KOJMYECTBO JAHHBIX, KOTOPHIE
00JbI1Ie HE MOTYT OBITh 3(D(PEeKTUBHO 0OpPaOOTaHBI JIIOABMH, HAIPUMEP B U3YyUEHUHU
u3MeHeHus kiuMara. Cnenuanuctsl B obnactu MU yOexaeHsl, 4To Ha OCHOBE
riy0oOKoro oOy4YeHHs «yMHBIE» MAIllMHbl MOTYT CTaTh MOIIHBIM CIPAaBOYHBIM
MHCTPYMEHTOM J1JIs1 3KOJIOTOB.

Bmecte ¢ Tem, aBTOpbl CTaTeil MOAYEPKHUBAIOT HEOOXOIMMOCThH BBIIECPKUBAHUS
INPUHIMIOB MPO3PAYHOCTH, OE30MACHOCTH MW ITHUYECKUX CTAHIAPTOB IpHU
pa3paboTKe W UCIOJIb30BaHUM ycTpoucTB ¢ MU, kakumu OGiaruMu HU BBITJISACIH
OBbI LIEIN UX IPUMEHEHHS.

Zorins, A.

Understanding the Essence of Artificial Intelligence: Towards Ecological
Safety of Al in Human Society // CompSysTech '20: Proceedings of the 21st
International Conference on Computer Systems and Technologies ‘20, June 2020,
56-60.

URL :https://doi.org/10.1145/3407982.3408001

Abstract. Most members of scientific community would agree that Artificial
Intelligence (Al) has already dramatically changed our society and all of it aspects
including science and research. There are thousands of publications declaring the
great advantages of Al and only few are trying to go deeper and reveal other
aspects of computerized world.



In the present time the name cyber security has become hugely popular among
governmental, business, social and other structures. However, usually it means
only safety of personal or organizational data (financial and other resources) and
stability and integrity of a computer system. Nothing more...

In this article the author would like to look at the cyber systems especially based
on Al from a perspective of ecological safety for humanity of such a system. The
article provides definition of ecological safety of Al and discusses its relevance to
a modern science and society.

Keywords: artificial intelligence, ecological safety of artificial intelligence,
artificial superintelligence.

Vinuesa R., et al.

The role of artificial intelligence in achieving the Sustainable Development
Goals // Nature Communications, 2020, 1-10.
URL.:https://www.nature.com/articles/s41467-019-14108-y.pdf

Abstract. The emergence of artificial intelligence (Al) and its progressively wider
Impact on many sectors requires an assessment of its effect on the achievement of
the Sustainable Development Goals. Using a consensus-based expert elicitation
process, we find that Al can enable the accomplishment of 134 targets across all
the goals, but it may also inhibit 59 targets. However, current research foci
overlook important aspects. The fast development of Al needs to be supported by
the necessary regulatory insight and oversight for Al-based technologies to enable
sustainable development. Failure to do so could result in gaps in transparency,
safety, and ethical standards.

Christin, S., Hervet, E., Lecomte, N.

Applications for deep learning in ecology // Methods in Ecology and Evolution,
2019, 10(10), 1632-1644.

URL :https://doi.org/10.1111/2041-210X.13256

Abstract. A lot of hype has recently been generated around deep learning, a novel
group of artificial intelligence approaches able to break accuracy records in pattern
recognition. Over the course of just a few years, deep learning has revolutionized
several research fields such as bioinformatics and medicine with its flexibility and
ability to process large and complex datasets. As ecological datasets are becoming
larger and more complex, we believe these methods can be useful to ecologists as
well.

In this paper, we review existing implementations and show that deep learning has
been used successfully to identify species, classify animal behaviour and estimate
biodiversity in large datasets like camera-trap images, audio recordings and videos.
We demonstrate that deep learning can be beneficial to most ecological disciplines,
including applied contexts, such as management and conservation.

We also identify common questions about how and when to use deep learning,
such as what are the steps required to create a deep learning network, which tools



are available to help, and what are the requirements in terms of data and computer
power. We provide guidelines, recommendations and useful resources, including a
reference flowchart to help ecologists get started with deep learning.

We argue that at a time when automatic monitoring of populations and ecosystems
generates a vast amount of data that cannot be effectively processed by humans
anymore, deep learning could become a powerful reference tool for ecologists.

Liu, Z., etal.

Application of machine-learning methods in forest ecology: recent progress
and future challenges // Environmental Reviews, 2018, 26(4), 339-350.

URL :https://doi.org/10.1139/er-2018-0034

Abstract. Machine learning, an important branch of artificial intelligence, is
increasingly being applied in sciences such as forest ecology. Here, we review and
discuss three commonly used methods of machine learning (ML) including
decision-tree learning, artificial neural network, and support vector machine and
their applications in four different aspects of forest ecology over the last decade.
These applications include: (i) species distribution models, (ii) carbon cycles, (iii)
hazard assessment and prediction, and (iv) other applications in forest
management. Although ML approaches are useful for classification, modeling, and
prediction in forest ecology research, further expansion of ML technologies is
limited by the lack of suitable data and the relatively “higher threshold” of
applications. However, the combined use of multiple algorithms and improved
communication and cooperation between ecological researchers and ML
developers still present major challenges and tasks for the betterment of future
ecological research. We suggest that future applications of ML in ecology will
become an increasingly attractive tool for ecologists in the face of “big data” and
that ecologists will gain access to more types of data such as sound and video in
the near future, possibly opening new avenues of research in forest ecology.

Huntingford, C., et al.

Machine learning and artificial intelligence to aid climate change research
and preparedness // Environmental Research Letters, 2019, 14(12), 124007.

URL :https://doi.org/10.1088/1748-9326/ab4e55

Abstract. Climate change challenges societal functioning, likely requiring
considerable adaptation to cope with future altered weather patterns. Machine
learning (ML) algorithms have advanced dramatically, triggering breakthroughs in
other research sectors, and recently suggested as aiding climate analysis
(Reichstein et al 2019 Nature 566 195-204, Schneider et al 2017 Geophys. Res.
Lett. 44 12396-417). Although a considerable number of isolated Earth System
features have been analysed with ML techniques, more generic application to
understand better the full climate system has not occurred. For instance, ML may
aid teleconnection identification, where complex feedbacks make characterisation
difficult from direct equation analysis or visualisation of measurements and Earth



System model (ESM) diagnostics. Artificial intelligence (Al) can then build on
discovered climate connections to provide enhanced warnings of approaching
weather features, including extreme events. While ESM development is of
paramount importance, we suggest a parallel emphasis on utilising ML and Al to
understand and capitalise far more on existing data and simulations.

Keywords: climate change, global warming, extreme weather, drought, artificial
intelligence, machine learning, climate simulations.

Malik, R., Pande, S., Nishi, Aditya, Kh.

Artificial Intelligence and Machine Learning to Assist Climate Change
Monitoring // Journal of Artificial Intelligence and Systems, 2020, 2, 168-190.
URL:https://doi.org/10.33969/A1S.2020.21011

Abstract. Climate change issues societal operation, likely wanting considerable
adaptation to deal with doing well altered weather patterns. Machine learning (ML)
algorithms have progressed considerably, triggering breakthroughs in some other
investigation sectors, along with only lately suggested as helping climate
evaluation. Though a significant volume of isolated Earth System functions are
analyzed with ML techniques, much more generic phone system to find out better
the whole temperature unit hasn't happened. For instance, ML is able to aid remote
identification, in which complex feedbacks make characterization tough from
instantaneous equation analysis or perhaps possibly visualization of sizes plus
Earth System design (ESM) diagnostics. Artificial intelligence (Al) may thus build
on determined climate associates to provide enhanced alerts of approaching eco-
friendly functions, which includes intense events. While ESM development is
actually completely necessary, a parallel concentrate on utilizing ML and Al to
determine as well as capitalize a great deal more on pre pre-existing simulations as
well as info is suggested by us.

Keywords: climate, glacier retreat, mass balance, lakes, sea level.

JKaBoponkosa, H.I'., llmakoBckuii, FO.I'.

Hudppouzanus B chepe IK0J0rH4ecKOl 0€30MACHOCTH. AIMHUHUCTPATHUBHO-
npaBoBble acnektsl // FOpucm, 2019, 4, 14-19, doi: 10.18572/1812-3929-2019-4-
14-19.

URL:https://elibrary.ru/item.asp?id=37426815

AnHotaums. Ilpobrmema wuccienoBaHus BIHUSAHHUS YCKOPEHHOTO BHEAPEHUS
U(PPOBBIX TEXHOJOTHI B ACSITEILHOCTH CHCTEMbI TOCYIAPCTBEHHOTO YITPABIICHUS
B cepe obecrieueHus: SKOJOTHUECKON O€30MacHOCTH SBISETCS akTyailbHOU. [lo
MHEHHIO aBTOPOB, TJaBHas 3adada IUGpoBHU3alMA B cdepe IKOIOTHIECKOU
0e30macHOCTH — aJanTanus CYIMECTBYIOMIEH CHCTEMbI TOCYIapPCTBEHHOTO
yhnpaBieHuss K UGPOBON cpele, TaKk KaK 3TO 30HA TMOBBIIMIEHHOTO BHUMAHMS,
DKOHOMHYECKOM U COLMAJIBbHOM OTBETCTBEHHOCTH TIocynapcrBa. B crarbe
npoBOASTCS 0000lIeHHEe W aHamu3 (PyHAAMEHTaIbHBIX NO3ULUNA IUdpoBOH
TpaHcopMaui TOCYIapCTBEHHOTO YIOpaBieHUS B cdepe SKOJOTHIECKOU



0€30MacHOCTH, B TOM YHUCJIE BHEAPEHUS COBPEMEHHBIX «IPOPBIBHBIX» HHU(PPOBBIX
TEXHOJIOTUN B yHpaBJIEHUYECKUN Mpolecc. ABTOpaMu MOKa3aHO, UYTO pa3paboTka U
BHEJIpEHHE IH(PPOBBIX TEXHOJOTHH B cdepe oOecrmeuyeHus] 3KOJIOTHISCKON
0€30MacHOCTH TMpeEArojiaraeT HaJIWMYMe ¥ HUCIOJb30BaHHE BCErO0 MPAaBOBOTO U
OpraHU3aIMOHHOTO apceHasna ynpapieHus. [lokazaHo, 94To B mpoliecce peann3auu
nmporpaMMbl  ITU(PPOBOM SKOHOMHKH OYAyT MEHSTHCS XapaKTep M CTPYKTypa
YIpaBJICHYECKUX IPOIIECCOB B paccMaTpuBaeMoil cdepe 3a cYeT BHEIPEHUs
aJIUTUBHBIX TEXHOJOTHM, TEXHOJIOTHM OJIOKUYEHH, TEXHOJIOTUNH «OOJIBIINX
JAHHBIX», TEXHOJIOTUU HCKYCCTBCHHOI'O UHTCIIJICKTA U JP.

KiaoueBpie cioBa: I_[I/I(l)pOBaSI 9KOHOMMHKA, I_II/I(l)pOBI/ISaLII/ISI, IKOJIOTHUYCCKas
6G3OHaCHOCTB, ‘Ip@SBBI‘IB.fIHBIG CuTyaluu, TCXHOI'CHHBLIC aBapuu, IPUPOAHBIC
karactpodsl, digital economy, digitalization, environmental safety, emergency
situations, man-made accidents, natural disasters.

09. I'opoackas cpena

[lenp WCNONB30BAHUS MHTEIUIEKTYyalbHBIX YCTPOMCTB W TEXHOJIOTUHA B
COBPEMEHHOM TOpOJIE — TMOBBIIIEHHE KOMMOPTHOCTH TOPOJICKOW Cpeabl Mpu
OJTHOBPEMEHHOM CTHUMYJIUPOBAHUH SKOHOMUYECKOTO MPOLBETAHUS U PACIIUPECHUS
BO3MOKHOCTEH.

«YMHBIE» TOpOJa HampaBieHbl Ha J(P(GEeKTHBHOE YIpaBICHUE pacTyllei
ypOaHu3anuei, moTpebieHneM dHEPruM, Ha MOAJEPKaHUE HKOJIOTHUYECKH YUCTOU
OKpPY’KarolIei cpeibl, MOBBIIIEHHE YKOHOMUYECKOTO POCTAa U YPOBHS HKU3HU CBOUX
rpaxkiiaH, a TaKXe MOBBIIICHUE BO3MOKHOCTEH JtoAel 3¢ (peKTUBHO UCIIOIB30BAThH
Y BHEJIPSATH COBPEMEHHBIC MH(OPMAIMOHHO-KOMMYHHKAIIMOHHBIC TEXHOJIOTHH.
ABTOpBI CTaTel aHAIM3UPYIOT CTATUCTUKY KaTacTpod® U HEyJoO0CTB B
TPAHCIIOPTHOM CEKTOpe, BKJIIOYas MPOOKH Ha J0porax, HECHYacCTHBIE Cilydaud H
BBICOKUM YPOBEHb 3arps3HECHUS, TBITAsCh PEHIUTh ITHU MPOOJIEMBI C MOMOIIBIO
HMCKYCCTBEHHOI'0 MHTEJUIEKTa. AKTHUBHO OOCYXKJAIOTCSl MPEUMYIIECTBA U PUCKHU
WCII0JIb30BAHUS B TOPOJIE OCCIUIOTHBIX aBTOMOOUIIEH U JIeTaTEIbHBIX anmmapaToB.

Allam, Z., Dhunny, Z.A.
On big data, artificial intelligence and smart cities // Cities, 2019, 89, 80-91.
URL :https://doi.org/10.1016/j.cities.2019.01.032

Abstract. Cities are increasingly turning towards specialized technologies to
address issues related to society, ecology, morphology and many others. The
emerging concept of Smart Cities highly encourages this prospect by promoting
the incorporation of sensors and Big Data through the Internet of Things (1oT).
This surge of data brings new possibilities in the design and management of cities
just as much as economic prospects. While Big Data processing through Acrtificial
Intelligence (Al) can greatly contribute to the urban fabric, sustainability and
liveability dimensions however must not be overlooked in favour of technological
ones. This paper reviews the urban potential of Al and proposes a new framewaork
binding Al technology and cities while ensuring the integration of key dimensions
of Culture, Metabolism and Governance; which are known to be primordial in the



successful integration of Smart Cities for the compliance to the Sustainable
Development Goal 11 and the New Urban Agenda. This paper is aimed towards
Policy Makers, Data Scientists and Engineers who are looking at enhancing the
integration of Artificial Intelligence and Big Data in Smart Cities with an aim to
increase the liveability of the urban fabric while boosting economic growth and
opportunities.

Keywords: artificial intelligence, big data, smart cities, Internet of things,
sustainability, liveability.

Olayode, O.1., Tartibu, L.K., Okwu, M.O.

Application of Artificial Intelligence in Traffic Control System of Non-
autonomous Vehicles at Signalized Road Intersection // Procedia CIRP, 2020,
91, 194-200.

URL :https://doi.org/10.1016/j.procir.2020.02.167

Abstract. The increase in both rural and urban road traffic flow in recent years has
led to several disasters in the transportation sector which include traffic congestion,
accidents, and high rate of pollution. Alternative traffic control measures are
needed whenever there is failure of conventional traffic control or real time traffic
Issues at road intersection. This current study seeks to investigate the stability and
efficiency of Artificial Intelligence (Al) techniques, the artificial neural network
(ANN) for eliminating or reducing traffic volume in the case of non-autonomous
vehicles in a mixed South African traffic flow conditions. Electronic traffic data of
one hundred and twenty six (126) vehicles were observed from Mikros Traffic
Monitoring (MTM) firm, a subsidiary of Syntell Group of Company, South Africa.
The traffic data was obtained via the traffic technologies employed at MTM which
are basically sensor embedded on road surfaces to monitor and control vehicles
which passes the traffic counter daily. The dataset obtained from MTM was
trained, tested and validated using artificial neural network model under signalized
road intersection in heterogeneous condition by using the class description of the
vehicles, and corresponding speed as input variables. After series of training, the
results suggest that ANN model produced the best possible results for traffic
congestion in a heterogeneous traffic condition.

Keywords: non-autonomous vehicles, artificial intelligence, artificial neural
network.

Deng, X., Zhang, M., Xiao, F.

Design and implementation path of intelligent transportation information
system based on artificial intelligence technology // The Institution of
Engineering and Technology, 2020, 482-485, doi:10.1049/j0e.2019.1196

URL.: https://www.semanticscholar.org/paper/Design-and-implementation-path-of-
intelligent-based-Xia-Zhou/fbbab0259410c6a82564ff6ab3554420f0990d8f

Abstract. By using the concept, guiding ideology and design idea of artificial
intelligence (Al) and Internet of Thing, this study puts forward the logistics



intelligent transportation system (ITS) model, structure design and function design
based on Al, focusing on the time value and information value of the intelligent
logistics information system. The results show that the design of ITS model based
on Al includes three modules: input, transformation and output of ITS. The ITS
supply chain management platform and function design of freight vehicles with Al
Is feasible and prospective. The application of Al technology in ITS has great
value and development prospect.

Keywords: supply chain management, Internet of things, artificial intelligence,
logistics, intelligent transportation systems, production engineering computing,
freight handling, intelligent transportation information system, artificial
intelligence technology.

Ullah, Z., Al-Turjman, F., Mostarda, L., Gagliardi, R.

Applications of Artificial Intelligence and Machine learning in smart cities //
Computer Communications, 2020, 154, 313-323.

URL :https://doi.org/10.1016/j.comcom.2020.02.069

Abstract. Smart cities are aimed to efficiently manage growing urbanization,
energy consumption, maintain a green environment, improve the economic and
living standards of their citizens, and raise the people’s capabilities to efficiently
use and adopt the modern information and communication technology (ICT). In
the smart cities concept, ICT is playing a vital role in policy design, decision,
implementation, and ultimate productive services. The primary objective of this
review is to explore the role of artificial intelligence (Al), machine learning (ML),
and deep reinforcement learning (DRL) in the evolution of smart cities. The
preceding techniques are efficiently used to design optimal policy regarding
various smart city-oriented complex problems. In this survey, we present in-depth
details of the applications of the prior techniques in intelligent transportation
systems (ITSs), cyber-security, energy-efficient utilization of smart grids (SGs),
effective use of unmanned aerial vehicles (UAVS) to assure the best services of 5G
and beyond 5G (B5G) communications, and smart health care system in a smart
city. Finally, we present various research challenges and future research directions
where the aforementioned techniques can play an outstanding role to realize the
concept of a smart city.

Keywords: smart city, 5G and B5G communication, UAVSs, Intelligent
Transportation System, Smart grids, Cyber-security, Internet of Things, mmWave
communication.

Yigitcanlar, T, Desouza, KC, Butler L, Roozkhosh, F.

Contributions and Risks of Artificial Intelligence (Al) in Building Smarter
Cities: Insights from a Systematic Review of the Literature // Energies, 2020,
13(6), 1473.

URL :https://doi.org/10.3390/en13061473




Abstract. Artificial intelligence (Al) is one of the most disruptive technologies of
our time. Interest in the use of Al for urban innovation continues to grow.
Particularly, the rise of smart cities—urban locations that are enabled by
community, technology, and policy to deliver productivity, innovation, livability,
wellbeing, sustainability, accessibility, good governance, and good planning—has
increased the demand for Al-enabled innovations. There is, nevertheless, no
scholarly work that provides a comprehensive review on the topic. This paper
generates insights into how Al can contribute to the development of smarter cities.
A systematic review of the literature is selected as the methodologic approach.
Results are categorized under the main smart city development dimensions, i.e.,
economy, society, environment, and governance. The findings of the systematic
review containing 93 articles disclose that: (a) Al in the context of smart cities is
an emerging field of research and practice. (b) The central focus of the literature is
on Al technologies, algorithms, and their current and prospective applications. (c)
Al applications in the context of smart cities mainly concentrate on business
efficiency, data analytics, education, energy, environmental sustainability, health,
land use, security, transport, and urban management areas. (d) There is limited
scholarly research investigating the risks of wider Al utilization. (¢) Upcoming
disruptions of Al in cities and societies have not been adequately examined.
Current and potential contributions of Al to the development of smarter cities are
outlined in this paper to inform scholars of prospective areas for further research.
View Full-Text

Keywords: artificial intelligence (Al), Al technologies, Al algorithms, disruptive
technology, smart city, smart urban technology, urban informatics, sustainable
urban development, climate change.

Kassens-Noor, E, Hintze, A.

Cities of the Future? The Potential Impact of Artificial Intelligence // Al, 2020,
1(2), 192-197.

URL:https://doi.org/10.3390/ai1020012

Abstract. Artificial intelligence (Al), like many revolutionary technologies in
human history, will have a profound impact on societies. From this viewpoint, we
analyze the combined effects of Al to raise important questions about the future
form and function of cities. Combining knowledge from computer science, urban
planning, and economics while reflecting on academic and business perspectives,
we propose that the future of cities is far from being a determined one and cities
may evolve into ghost towns if the deployment of Al is not carefully controlled.
This viewpoint presents a fundamentally different argument, because it expresses a
real concern over the future of cities in contrast to the many publications who
exclusively assume city populations will increase predicated on the neoliberal
urban growth paradigm that has for centuries attracted humans to cities in search of
work.

Keywords: artificial intelligence, smart cities, future, work, autonomous vehicle.



Bacunenko, HU.

«YMHbI#i TOpon» B mudpoBom odmectBe 5. 0: conMAJBLHO-NOJIUTHYECKHE U
ryMaHUTApHble PHUCKH HUPPOBU3ANMHU OOIIECTBEHHOI0 TpocTpaHcTBa //
Bnacmew, 2019, 5, 67-73.
URL.:https://cyberleninka.ru/article/n/umnyy-gorod-v-tsifrovom-obschestve-5-0-
sotsialno-politicheskie-i-qgumanitarnye-riski-tsifrovizatsii-obschestvennogo-

prostranstva

AnHotanmus. CTaThsl TIIOCBSIICHA WCCICIOBAHUIO TIpo0iieM (OPMHPOBAHUS
«YMHOTO TOpoja» B HU(PPOBOM OOIIECTBE HAa OCHOBE IMATON TEXHOIOTHYECKON
PEBOJIIOIMH, KOTOpask HECET ¢ COOOM MUPOKOE BHEAPEHNE HHHOBAIIMOHHBIX CMapT-
TEXHOJIOTUHA B COLUYM, CpPEAM KOTOPBIX OOJbIIHNE JTaHHBIC, HCKYCCTBEHHBIH
WHTEJUICKT, TOTIOJHEHHAS PealbHOCTh. ABTOpP CYMTAET, YTO CETOJHS MOJIUTOJIOTH
JOJKHBI HE TOJIbKO CKOHIIGHTPUPOBATh BHUMAaHWE Ha  OJIMCTATEIhHBIX
MEPCTIEKTUBAX «IMU(PPOBOTO MHpa», HO ¥ BCECTOPOHHE PACCMOTPETH €ro
BO3MOYHBIC TTOJIMTHYCCKUE BBI30BBI U PUCKH, O0YCIIOBICHHBIC BHEIPEHUEM CMapPT-
TEXHOJIOTUH B OOIIECTBEHHOE MPOCTPAHCTBO, YTO CBSI3aHO C JeTyMaHHW3aluen
OOIIIECTBEHHBIX OTHOIICHUA B OTBET Ha MPEETHHYI0 TEXHOJIOTHU3AINIO OOIIECTRA.
ABTOp TPUXOJUT K BHIBOAY O HEOOXOIWMOCTH TYMaHHUTAPHOW JKCHEPTH3BI MPHU
BHEJPECHUU CMapT-TEXHOJOTUH B OOMICCTBEHHOE NPOCTPAHCTBO, Pa3BHTHUSA
OTBETCTBEHHOT'O CTPATETUYECKOT0 IJIAHMPOBAHUS B PEATU3allii TOCYIapCTBEHHON
MOJIUTHKU (POpMHUPOBaHUS ITU(DPOBOTO OOIIIECTBA.

KaroueBble ciioBa: mudpoBoe OOIIECTBO, MATAas TEXHOJIOTHYECKAs PEBOIFOIMS,
CMapT-TeXHOJOTHMH, WHHOBAIMM, TNojuTHYeckue pucku, digital society, fifth
technological revolution, smart technologies, political risks.

Camoitnona, H.A.

I'pagocTponTenibHOe  peryjiupoBaHue  cpeibl :KU3HEIEATEJbHOCTH €
UCNOJIb30BaHHEM HHGPOPMALHOHHOrO MoxexupoBanust // dynoamenmanvhore,
NOUCKOBblE U NPUKIAOHbLE Uccledosanusi Poccutickoti akademuu apxumexmypul u
CMPOUMENIbHBLIX HAYK N0 HAYYHOMY 00ecneyeHulo paseumusi apxumekmypbl,
2padocmpoumenvcmea u cmpoumenvhoi ompaciau Poccutickoti @edepayuu ¢ 2018
200y. Coopuuk HayuHbiX TpyaoB PAACH. Poccuiickas akagemMusi apXuTeKTypbl H
CTpOUTENbHBIX HayK, 2019, 415-431.

URL :https://elibrary.ru/item.asp?id=40355567

AHHoTanusA. B craTtbe mpeacTaBieH Hay4dHbBIH 0030p TpaHchopmamuii B chepe
IPaIOCTPOUTEIIEHOTO PETYJIMPOBAHUS CPEAbl KU3HEIACATEIIPHOCTH B KOHTEKCTE
COBPEMEHHOM ryo0anu3aimu, COTIPOBOKIAIOTIICHCSI mpoieccaMu
WH(OPMAIIMOHHOTO MoJienupoBanus. CrenuaabHbIC 3HAHWS, HAKOIJICHHBIC B
obmacti ypOaHMCTHKM M €€ KOHKPETHBIX cdepax (Hampumep, B Poccuiickoi
denepanuu - B chepe rpaocTPOUTENHCTBA), KaK OMUPAIOTCS Ha y)KE MMEIOIINUECS
TpyIbl B 00nacTh MH(OpMATU3aLKHU, TaK U 000ralalmT X, co3aaBas HeuTo Ooliee
HOBOE€ B BHJI€ KOMIUIEKCHOM MOJEIH, Takol Kak «YMHbIH ropoa» («Smart City»
wim  «Smart and Sustainable Cities»). Cpema Xu3HeAEATEIBHOCTH HIIN



aHTporioreHHass cpeaa (mpeoOpa3oBaHHass B pe3yjbTaTe  YeJIOBEUCCKOMN
KU3HEJCATEIPHOCTH) — 3TO CJIOXHAs CHCTeMa, IudpoBas MOJAEIb KOTOPOH
MPEICTaBIsAeT CO00M HE TONBKO Tpadudeckoe MPeACTaBICHHE MaTePHAIBHOTO
MUpa Ha IUaHe (KaprocxeMe), HO W HaCBIIIEHHOE OOJBIIMMH OO0bEMaMHU
nHpopMaMK BUPTYaJbHOE WCCIICIOBAHUE M MOJCIMPOBAHUE TMPOIECCOB Ha
tepputopun. CoBpeMeHHas uH}OpMaIMs W IKCHEPTHO-aHAIUTHUYCCKUE CETH
«MCKYCCTBCHHOI'O HHTCJUJICKTAa» OCHOBBIBAIOTCA Ha O6H_I€MI/Ip0BI)IX TpyHaax,
KpaTKI/Iﬁ dHAJIN3 KOTOPBIX IMPCACTABJICH B CTATHC.

KaroueBbie ciioBa: I'padoCTpOUTCIbCTBO, I'PadOCTPOUTCIIBHOC PCTYIHNPOBAHUC,
"yMHBI TOpOn", cCpema JKU3HEACATETbHOCTH, UU(PPOBOE MPOCKTUPOBAHHE
npocTpaHcTBa, "'smart city” (smart and sustainable cities™).

Jlumuanckas, M.A., OtctaBHOBa, E.A.

CouuajnbHble @paBa 4YeJoBeKa B YCJIOBHSIX ' YMHOro ropoaa'’ m
HCMO0JIb30BAHUSA HCKYCCTBEHHOI0 MHTE/LIEKTA B TOPOJICKOM cpeae. MpaBoBoe
peryJinpoBaHue KOHIENIUH W ocodeHHocTH peamusauun /| Ilpasosas
noaumuka u npasosas sxcusis, 2020, 4, 149-160.

URL:https://elibrary.ru/item.asp?id=44655959

Annotauus. CoBpeMEeHHBIN MEePUOJI pa3BUTH O0IIeCTBa B TI100abHOM MacIiTade
XapaKTEepU3yeTcsi TEPEOCMBICIICHHEM OpraHHW3alliil TEPPUTOPUU  OOUTAHHS,
TJIABHBIM KPUTEPUEM KOTOPOH CTaHOBUTCS KOM(OpPTHAas cpela MPOKUBAHUS IS
KaXJ0T0 YeJIOBeKa. JDTO BO3MOXKHO OOECTICUUTh TOJNBKO B YCIOBHUSX Pa3BUTHS
U(POBBIX TEXHOJOTHA M CHCTEM HMCKYCCTBEHHOI'O HMHTEIUICKTA, HMCIIOIb3YEMBbIX
NPy TIOCTPOCHHHM COBPEMEHHOW YMHOW YpOaHHUCTUKH. AKTHBHOE BHEIAPCHUC
KOHIIETIIIUN «yMHOT'O TOpOJa» JUKTYeT HEOOXOJAMMOCTh HayYHO-JTOKTPUHAIBLHOTO
OCMBICJICHHMSI JTOTO SIBJICHHS, BBIPA0OOTKH €ro KPUTEPUEB U CTAaHIAPTOB W,
pasymeeTcsi,  aJIeKBaTHOTO  TIPABOBOTO  perynmpoBaHus. llpu  3TOM
aKTyTH3UPYIOTCS POOJIEMbI COXpaHEHUS (yHIAMEHTABHBIX KOHCTUTYITMOHHBIX
IIEHHOCTEH, TAKUX KaK YeJIOBEK, €ro IpaBa U CBOOOIbI, CTAHOBUTCS HEOOXOMMBIM
YCTAaHOBJICHHUE TIPEICTIOB OTPAaHWYCHHS IPaB YEOBEKa W WX TpaHChHOpMAIWHU B
YCIOBUSX «YMHOTO Topoja». B crarbe 000CHOBaH BBIBOJ, 4YTO peaIu3aIus
KOHIIEMIIIUA «YMHOTO TOpOAa» TPEayCMaTpPUBAeT CHHTE3 HCKYCCTBEHHOTO
WHTEJIEKTa, O0IIecTBa M YelI0OBEKa, M TOJIbKO B Cllydae TPUEIWHCTBA YKa3aHHBIX
DJIEMEHTOB BO3MOJKHO IOJIYYUTh CHHEPreTHUECKUH d(DPEKT MOCTPOCHUS «yMHOM»
ypOaHHUCTHUKH.
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rOCyapCTBEHHAS MMOJIMTHKA, HAITAOHAJILHBIC TIPOSKTHI.
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Abstract. Autonomous vehicles (AVs) — and accidents they are involved in — attest
to the urgent need to consider the ethics of artificial intelligence (Al). The question
dominating the discussion so far has been whether we want AVs to behave in a
‘selfish’ or utilitarian manner. Rather than considering modeling self-driving cars
on a single moral system like utilitarianism, one possible way to approach
programming for Al would be to reflect recent work in neuroethics. The agent—
deed—-consequence (ADC) model (Dubljevi¢ and Racine in AJOB Neurosci 5(4):3-
20, 2014a, Behav Brain Sci 37(5):487-488, 2014b) provides a promising
descriptive and normative account while also lending itself well to implementation
in Al. The ADC model explains moral judgments by breaking them down into
positive or negative intuitive evaluations of the agent, deed, and consequence in
any given situation. These intuitive evaluations combine to produce a positive or
negative judgment of moral acceptability. For example, the overall judgment of
moral acceptability in a situation in which someone committed a deed that is
judged as negative (e.g., breaking a law) would be mitigated if the agent had good
intentions and the action had a good consequence. This explains the considerable
flexibility and stability of human moral judgment that has yet to be replicated in
Al. This paper examines the advantages and disadvantages of implementing the
ADC model and how the model could inform future work on ethics of Al in
general.

Keywords: agent—deed—consequence (ADC) model, autonomous vehicles (AVS),
artificial intelligence (Al), artificial neural networks, artificial morality,
neuroethics.



